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Chapter 1

Machine learning

For the journal, see Machine Learning (journal).

Machine learning is a subfield of computer science!!!
that evolved from the study of pattern recognition and
computational learning theory in artificial intelligence.!!!
Machine learning explores the construction and study of
algorithms that can learn from and make predictions on
data.?! Such algorithms operate by building a model from
example inputs in order to make data-driven predictions
or decisions,?1? rather than following strictly static pro-
gram instructions.

Machine learning is closely related to and often over-
laps with computational statistics; a discipline that also
specializes in prediction-making. It has strong ties to
mathematical optimization, which deliver methods, the-
ory and application domains to the field. Machine learn-
ing is employed in a range of computing tasks where de-
signing and programming explicit, rule-based algorithms
is infeasible. Example applications include spam filter-
ing, optical character recognition (OCR),!*! search en-
gines and computer vision. Machine learning is some-
times conflated with data mining, ! although that focuses
more on exploratory data analysis.[®! Machine learning
and pattern recognition “can be viewed as two facets of
the same field.”1*!™i

When employed in industrial contexts, machine learn-
ing methods may be referred to as predictive analytics or
predictive modelling.

1.1 Overview

In 1959, Arthur Samuel defined machine learning as a
“Field of study that gives computers the ability to learn
without being explicitly programmed”.|”)

Tom M. Mitchell provided a widely quoted, more for-
mal definition: “A computer program is said to learn
from experience E with respect to some class of tasks T
and performance measure P, if its performance at tasks
in T, as measured by P, improves with experience E”.18]
This definition is notable for its defining machine learn-
ing in fundamentally operational rather than cognitive
terms, thus following Alan Turing's proposal in his paper

"Computing Machinery and Intelligence" that the ques-
tion “Can machines think?" be replaced with the ques-

tion “Can machines do what we (as thinking entities) can
do?"®

1.1.1 Types of problems and tasks

Machine learning tasks are typically classified into three
broad categories, depending on the nature of the learn-
ing “signal” or “feedback” available to a learning system.
These are:1!

e Supervised learning. The computer is presented
with example inputs and their desired outputs, given
by a “teacher”, and the goal is to learn a general rule
that maps inputs to outputs.

e Unsupervised learning, no labels are given to the
learning algorithm, leaving it on its own to find struc-
ture in its input. Unsupervised learning can be a goal
in itself (discovering hidden patterns in data) or a
means towards an end.

e In reinforcement learning, a computer program in-
teracts with a dynamic environment in which it must
perform a certain goal (such as driving a vehicle),
without a teacher explicitly telling it whether it has
come close to its goal or not. Another example
is learning to play a game by playing against an
opponent.313

Between supervised and unsupervised learning is semi-
supervised learning, where the teacher gives an incom-
plete training signal: a training set with some (often
many) of the target outputs missing. Transduction is a
special case of this principle where the entire set of prob-
lem instances is known at learning time, except that part
of the targets are missing.

Among other categories of machine learning problems,
learning to learn learns its own inductive bias based on
previous experience. Developmental learning, elabo-
rated for robot learning, generates its own sequences (also
called curriculum) of learning situations to cumulatively
acquire repertoires of novel skills through autonomous
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A support vector machine is a classifier that divides its input space
into two regions, separated by a linear boundary. Here, it has
learned to distinguish black and white circles.

self-exploration and social interaction with human teach-
ers, and using guidance mechanisms such as active learn-
ing, maturation, motor synergies, and imitation.

Another categorization of machine learning tasks arises
when one considers the desired output of a machine-
learned system:(13

o In classification, inputs are divided into two or more
classes, and the learner must produce a model that
assigns unseen inputs to one (or multi-label classi-
fication) or more of these classes. This is typically
tackled in a supervised way. Spam filtering is an ex-
ample of classification, where the inputs are email
(or other) messages and the classes are “spam” and
“not spam”.

o Inregression, also a supervised problem, the outputs
are continuous rather than discrete.

e In clustering, a set of inputs is to be divided into
groups. Unlike in classification, the groups are not
known beforehand, making this typically an unsu-
pervised task.

e Density estimation finds the distribution of inputs in
some space.

e Dimensionality reduction simplifies inputs by map-
ping them into a lower-dimensional space. Topic
modeling is a related problem, where a program is
given a list of human language documents and is
tasked to find out which documents cover similar
topics.

CHAPTER 1. MACHINE LEARNING

1.2 History and relationships to
other fields

As a scientific endeavour, machine learning grew out
of the quest for artificial intelligence. Already in the
early days of Al as an academic discipline, some re-
searchers were interested in having machines learn from
data. They attempted to approach the problem with vari-
ous symbolic methods, as well as what were then termed
"neural networks"; these were mostly perceptrons and
other models that were later found to be reinventions of
the generalized linear models of statistics. Probabilistic
reasoning was also employed, especially in automated
medical diagnosis.[191:438

However, an increasing emphasis on the logical,
knowledge-based approach caused a rift between Al and
machine learning. Probabilistic systems were plagued
by theoretical and practical problems of data acquisition
and representation.['9488 By 1980, expert systems had
come to dominate Al, and statistics was out of favor.!!
Work on symbolic/knowledge-based learning did con-
tinue within Al, leading to inductive logic programming,
but the more statistical line of research was now out-
side the field of Al proper, in pattern recognition and
information retrieval.l!?1:708-710:755 Neural networks re-
search had been abandoned by Al and computer science
around the same time. This line, too, was continued out-
side the AI/CS field, as "connectionism", by researchers
from other disciplines including Hopfield, Rumelhart and
Hinton. Their main success came in the mid-1980s with
the reinvention of backpropagation.!!%23

Machine learning, reorganized as a separate field, started
to flourish in the 1990s. The field changed its goal from
achieving artificial intelligence to tackling solvable prob-
lems of a practical nature. It shifted focus away from
the symbolic approaches it had inherited from Al, and
toward methods and models borrowed from statistics and
probability theory.!'!l It also benefited from the increas-
ing availability of digitized information, and the possibil-
ity to distribute that via the internet.

Machine learning and data mining often employ the same
methods and overlap significantly. They can be roughly
distinguished as follows:

e Machine learning focuses on prediction, based on
known properties learned from the training data.

e Data mining focuses on the discovery of (previously)
unknown properties in the data. This is the analysis
step of Knowledge Discovery in Databases.

The two areas overlap in many ways: data mining uses
many machine learning methods, but often with a slightly
different goal in mind. On the other hand, machine
learning also employs data mining methods as “unsuper-
vised learning” or as a preprocessing step to improve
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1.4. APPROACHES

learner accuracy. Much of the confusion between these
two research communities (which do often have sepa-
rate conferences and separate journals, ECML PKDD
being a major exception) comes from the basic assump-
tions they work with: in machine learning, performance
is usually evaluated with respect to the ability to re-
produce known knowledge, while in Knowledge Discov-
ery and Data Mining (KDD) the key task is the discov-
ery of previously unknown knowledge. Evaluated with
respect to known knowledge, an uninformed (unsuper-
vised) method will easily be outperformed by supervised
methods, while in a typical KDD task, supervised meth-
ods cannot be used due to the unavailability of training
data.

Machine learning also has intimate ties to optimization:
many learning problems are formulated as minimization
of some loss function on a training set of examples. Loss
functions expresses the discrepancy between the predic-
tions of the model being trained and the actual prob-
lem instances (for example, in classification, one wants
to assign a label to instances, and models are trained
to correctly predict the pre-assigned labels of a set ex-
amples). The difference between the two fields arises
from the goal of generalization: while optimization algo-
rithms can minimize the loss on a training set, machine
learning is concerned with minimizing the loss on unseen
samples.l'?!

1.2.1 Relation to statistics

Machine learning and statistics are closely related fields.
According to Michael 1. Jordan, the ideas of machine
learning, from methodological principles to theoretical
tools, have had a long pre-history in statistics.'3! He also
suggested the term data science as a placeholder to call
the overall field.["?!

Leo Breiman distinguished two statistical modelling
paradigms: data model and algorithmic model,!'*!
wherein 'algorithmic model' means more or less the ma-
chine learning algorithms like Random forest.

Some statisticians have adopted methods from machine
learning, leading to a combined field that they call statis-
tical learning.!"!

1.3 Theory
Main article: Computational learning theory

A core objective of a learner is to generalize from its
experience.l>/'®! Generalization in this context is the abil-
ity of a learning machine to perform accurately on new,
unseen examples/tasks after having experienced a learn-
ing data set. The training examples come from some gen-
erally unknown probability distribution (considered rep-

resentative of the space of occurrences) and the learner
has to build a general model about this space that en-
ables it to produce sufficiently accurate predictions in new
cases.

The computational analysis of machine learning algo-
rithms and their performance is a branch of theoretical
computer science known as computational learning the-
ory. Because training sets are finite and the future is un-
certain, learning theory usually does not yield guarantees
of the performance of algorithms. Instead, probabilis-
tic bounds on the performance are quite common. The
bias—variance decomposition is one way to quantify gen-
eralization error.

In addition to performance bounds, computational learn-
ing theorists study the time complexity and feasibility of
learning. In computational learning theory, a computa-
tion is considered feasible if it can be done in polynomial
time. There are two kinds of time complexity results.
Positive results show that a certain class of functions can
be learned in polynomial time. Negative results show that
certain classes cannot be learned in polynomial time.

There are many similarities between machine learning
theory and statistical inference, although they use differ-
ent terms.

1.4 Approaches

Main article: List of machine learning algorithms

1.4.1 Decision tree learning

Main article: Decision tree learning

Decision tree learning uses a decision tree as a predictive
model, which maps observations about an item to conclu-
sions about the item’s target value.

1.4.2 Association rule learning

Main article: Association rule learning

Association rule learning is a method for discovering in-
teresting relations between variables in large databases.

1.4.3 Artificial neural networks

Main article: Artificial neural network

An artificial neural network (ANN) learning algorithm,
usually called “neural network” (NN), is a learning al-
gorithm that is inspired by the structure and func-
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tional aspects of biological neural networks. Compu-
tations are structured in terms of an interconnected
group of artificial neurons, processing information using
a connectionist approach to computation. Modern neu-
ral networks are non-linear statistical data modeling tools.
They are usually used to model complex relationships be-
tween inputs and outputs, to find patterns in data, or to
capture the statistical structure in an unknown joint prob-
ability distribution between observed variables.

1.4.4 Inductive logic programming

Main article: Inductive logic programming

Inductive logic programming (ILP) is an approach to rule
learning using logic programming as a uniform represen-
tation for input examples, background knowledge, and
hypotheses. Given an encoding of the known background
knowledge and a set of examples represented as a log-
ical database of facts, an ILP system will derive a hy-
pothesized logic program that entails all positive and no
negative examples. Inductive programming is a related
field that considers any kind of programming languages
for representing hypotheses (and not only logic program-
ming), such as functional programs.

1.4.5 Support vector machines

Main article: Support vector machines

Support vector machines (SVMs) are a set of related
supervised learning methods used for classification and
regression. Given a set of training examples, each marked
as belonging to one of two categories, an SVM training
algorithm builds a model that predicts whether a new ex-
ample falls into one category or the other.

1.4.6 Clustering

Main article: Cluster analysis

Cluster analysis is the assignment of a set of observations
into subsets (called clusters) so that observations within
the same cluster are similar according to some predes-
ignated criterion or criteria, while observations drawn
from different clusters are dissimilar. Different cluster-
ing techniques make different assumptions on the struc-
ture of the data, often defined by some similarity metric
and evaluated for example by internal compactness (simi-
larity between members of the same cluster) and separa-
tion between different clusters. Other methods are based
on estimated density and graph connectivity. Clustering is
a method of unsupervised learning, and a common tech-
nique for statistical data analysis.
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1.4.7 Bayesian networks

Main article: Bayesian network

A Bayesian network, belief network or directed acyclic
graphical model is a probabilistic graphical model that
represents a set of random variables and their conditional
independencies via a directed acyclic graph (DAG). For
example, a Bayesian network could represent the prob-
abilistic relationships between diseases and symptoms.
Given symptoms, the network can be used to compute
the probabilities of the presence of various diseases. Ef-
ficient algorithms exist that perform inference and learn-
ing.

1.4.8 Reinforcement learning

Main article: Reinforcement learning

Reinforcement learning is concerned with how an agent
ought to take actions in an environment so as to maxi-
mize some notion of long-term reward. Reinforcement
learning algorithms attempt to find a policy that maps
states of the world to the actions the agent ought to take
in those states. Reinforcement learning differs from the
supervised learning problem in that correct input/output
pairs are never presented, nor sub-optimal actions explic-
itly corrected.

1.4.9 Representation learning

Main article: Representation learning

Several learning algorithms, mostly unsupervised learn-
ing algorithms, aim at discovering better representations
of the inputs provided during training. Classical exam-
ples include principal components analysis and cluster
analysis. Representation learning algorithms often at-
tempt to preserve the information in their input but trans-
form it in a way that makes it useful, often as a pre-
processing step before performing classification or pre-
dictions, allowing to reconstruct the inputs coming from
the unknown data generating distribution, while not being
necessarily faithful for configurations that are implausible
under that distribution.

Manifold learning algorithms attempt to do so under
the constraint that the learned representation is low-
dimensional. Sparse coding algorithms attempt to do
so under the constraint that the learned representation is
sparse (has many zeros). Multilinear subspace learning
algorithms aim to learn low-dimensional representations
directly from tensor representations for multidimensional
data, without reshaping them into (high-dimensional)
vectors.l!”! Deep learning algorithms discover multiple
levels of representation, or a hierarchy of features, with


https://en.wikipedia.org/wiki/Biological_neural_networks
https://en.wikipedia.org/wiki/Artificial_neuron
https://en.wikipedia.org/wiki/Connectionism
https://en.wikipedia.org/wiki/Computation
https://en.wikipedia.org/wiki/Non-linear
https://en.wikipedia.org/wiki/Statistical
https://en.wikipedia.org/wiki/Data_modeling
https://en.wikipedia.org/wiki/Pattern_recognition
https://en.wikipedia.org/wiki/Joint_probability_distribution
https://en.wikipedia.org/wiki/Joint_probability_distribution
https://en.wikipedia.org/wiki/Inductive_logic_programming
https://en.wikipedia.org/wiki/Logic_programming
https://en.wikipedia.org/wiki/Entailment
https://en.wikipedia.org/wiki/Inductive_programming
https://en.wikipedia.org/wiki/Support_vector_machines
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Cluster_analysis
https://en.wikipedia.org/wiki/Unsupervised_learning
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Data_analysis
https://en.wikipedia.org/wiki/Bayesian_network
https://en.wikipedia.org/wiki/Graphical_model
https://en.wikipedia.org/wiki/Random_variables
https://en.wikipedia.org/wiki/Conditional_independence
https://en.wikipedia.org/wiki/Conditional_independence
https://en.wikipedia.org/wiki/Directed_acyclic_graph
https://en.wikipedia.org/wiki/Inference
https://en.wikipedia.org/wiki/Reinforcement_learning
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Representation_learning
https://en.wikipedia.org/wiki/Unsupervised_learning
https://en.wikipedia.org/wiki/Unsupervised_learning
https://en.wikipedia.org/wiki/Principal_components_analysis
https://en.wikipedia.org/wiki/Cluster_analysis
https://en.wikipedia.org/wiki/Cluster_analysis
https://en.wikipedia.org/wiki/Manifold_learning
https://en.wikipedia.org/wiki/Sparse_coding
https://en.wikipedia.org/wiki/Multilinear_subspace_learning
https://en.wikipedia.org/wiki/Tensor
https://en.wikipedia.org/wiki/Deep_learning

1.5. APPLICATIONS

higher-level, more abstract features defined in terms of
(or generating) lower-level features. It has been argued
that an intelligent machine is one that learns a represen-
tation that disentangles the underlying factors of variation
that explain the observed data./!®!

1.4.10 Similarity and metric learning

Main article: Similarity learning

In this problem, the learning machine is given pairs of ex-
amples that are considered similar and pairs of less simi-
lar objects. It then needs to learn a similarity function (or
a distance metric function) that can predict if new objects
are similar. Itis sometimes used in Recommendation sys-
tems.

1.4.11 Sparse dictionary learning

In this method, a datum is represented as a linear com-
bination of basis functions, and the coefficients are as-
sumed to be sparse. Let x be a d-dimensional datum, D
be a d by n matrix, where each column of D represents
a basis function. r is the coefficient to represent x using
D. Mathematically, sparse dictionary learning means the
following x ~ Dr where r is sparse. Generally speaking,
n is assumed to be larger than d to allow the freedom for
a sparse representation.

Learning a dictionary along with sparse representa-
tions is strongly NP-hard and also difficult to solve
approximately.!'”! A popular heuristic method for sparse
dictionary learning is K-SVD.

Sparse dictionary learning has been applied in several
contexts. In classification, the problem is to determine
which classes a previously unseen datum belongs to. Sup-
pose a dictionary for each class has already been built.
Then a new datum is associated with the class such that
it’s best sparsely represented by the corresponding dic-
tionary. Sparse dictionary learning has also been applied
in image de-noising. The key idea is that a clean image
patch can be sparsely represented by an image dictionary,
but the noise cannot.?!

1.4.12 Genetic algorithms

Main article: Genetic algorithm

A genetic algorithm (GA) is a search heuristic that mim-
ics the process of natural selection, and uses methods such
as mutation and crossover to generate new genotype in
the hope of finding good solutions to a given problem. In
machine learning, genetic algorithms found some uses in
the 1980s and 1990s.211122] Vice versa, machine learning

techniques have been used to improve the performance
of genetic and evolutionary algorithms.**

1.5 Applications
Applications for machine learning include:

o Adaptive websites

o Affective computing

e Bioinformatics

e Brain-machine interfaces

e Cheminformatics

e Classifying DNA sequences

e Computational advertising

e Computational finance

e Computer vision, including object recognition
e Detecting credit card fraud

e Game playing/**!

e Information retrieval

o Internet fraud detection

e Machine perception

e Medical diagnosis

e Natural language processing!®”!

e Optimization and metaheuristic

e Recommender systems

e Robot locomotion

e Search engines

e Sentiment analysis (or opinion mining)
e Sequence mining

e Software engineering

e Speech and handwriting recognition
e Stock market analysis

o Structural health monitoring

e Syntactic pattern recognition
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In 2006, the online movie company Netflix held the first
"Netflix Prize" competition to find a program to better
predict user preferences and improve the accuracy on its
existing Cinematch movie recommendation algorithm by
at least 10%. A joint team made up of researchers from
AT&T Labs-Research in collaboration with the teams Big
Chaos and Pragmatic Theory built an ensemble model to
win the Grand Prize in 2009 for $1 million.*®! Shortly
after the prize was awarded, Netflix realized that view-
ers’ ratings were not the best indicators of their view-
ing patterns (“everything is a recommendation”) and they
changed their recommendation engine accordingly.(*”!

In 2010 The Wall Street Journal wrote about money man-
agement firm Rebellion Research’s use of machine learn-
ing to predict economic movements. The article de-
scribes Rebellion Research’s prediction of the financial
crisis and economic recovery.[%]

In 2014 it has been reported that a machine learning al-
gorithm has been applied in Art History to study fine art
paintings, and that it may have revealed previously unrec-
ognized influences between artists.!>!

1.6 Software

Software suites containing a variety of machine learning
algorithms include the following:

1.6.1 Open-source software

e dlib

e ELKI

e Encog

e H20

e Mahout

e mlpy

e MLPACK

e MOA (Massive Online Analysis)
e ND4J with Deeplearning4
e OpenCV

e OpenNN

e Orange

e R

o scikit-learn

e Shogun

e Spark

e Yooreeka

e Weka
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1.6.2 Commercial software with open-
source editions

o KNIME

e RapidMiner

1.6.3 Commercial software
e Amazon Machine Learning
e Angoss KnowledgeSTUDIO
e Databricks
e IBM SPSS Modeler
o KXEN Modeler
e LIONsolver
e Mathematica
e MATLAB
e Microsoft Azure
e NeuroSolutions
e Oracle Data Mining
e RCASE
e SAS Enterprise Miner

o STATISTICA Data Miner

1.7 Journals

o Journal of Machine Learning Research
e Machine Learning

o Neural Computation

1.8 Conferences

e Conference on Neural Information Processing Sys-
tems

e International Conference on Machine Learning
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Chapter 2

Data mining

Not to be confused with analytics, information extrac-
tion, or data analysis.

Data mining (the analysis step of the “Knowledge Dis-
covery in Databases” process, or KDD),!!! an interdisci-
plinary subfield of computer science,?!B1# is the com-
putational process of discovering patterns in large data
sets involving methods at the intersection of artificial in-
telligence, machine learning, statistics, and database sys-
tems.'?) The overall goal of the data mining process is
to extract information from a data set and transform it
into an understandable structure for further use.””! Aside
from the raw analysis step, it involves database and
data management aspects, data pre-processing, model
and inference considerations, interestingness metrics,
complexity considerations, post-processing of discovered
structures, visualization, and online updating.?’

The term is a misnomer, because the goal is the ex-
traction of patterns and knowledge from large amount
of data, not the extraction of data itself.’! It also is
a buzzword'® and is frequently applied to any form of
large-scale data or information processing (collection,
extraction, warehousing, analysis, and statistics) as well
as any application of computer decision support sys-
tem, including artificial intelligence, machine learning,
and business intelligence. The popular book “Data min-
ing: Practical machine learning tools and techniques with
Java”!7) (which covers mostly machine learning material)
was originally to be named just “Practical machine learn-
ing”, and the term “data mining” was only added for mar-
keting reasons.®! Often the more general terms "(large
scale) data analysis", or "analytics" — or when referring to
actual methods, artificial intelligence and machine learn-
ing — are more appropriate.

The actual data mining task is the automatic or semi-
automatic analysis of large quantities of data to extract
previously unknown interesting patterns such as groups of
data records (cluster analysis), unusual records (anomaly
detection) and dependencies (association rule mining).
This usually involves using database techniques such as
spatial indices. These patterns can then be seen as a kind
of summary of the input data, and may be used in fur-
ther analysis or, for example, in machine learning and
predictive analytics. For example, the data mining step

might identify multiple groups in the data, which can then
be used to obtain more accurate prediction results by a
decision support system. Neither the data collection, data
preparation, nor result interpretation and reporting are
part of the data mining step, but do belong to the overall
KDD process as additional steps.

The related terms data dredging, data fishing, and data
snooping refer to the use of data mining methods to sam-
ple parts of a larger population data set that are (or may
be) too small for reliable statistical inferences to be made
about the validity of any patterns discovered. These
methods can, however, be used in creating new hypothe-
ses to test against the larger data populations.

2.1 Etymology

In the 1960s, statisticians used terms like “Data Fish-
ing” or “Data Dredging” to refer to what they consid-
ered the bad practice of analyzing data without an a-priori
hypothesis. The term “Data Mining” appeared around
1990 in the database community. For a short time in
1980s, a phrase “database mining"™, was used, but since
it was trademarked by HNC, a San Diego-based com-
pany, to pitch their Database Mining Workstation;*! re-
searchers consequently turned to “data mining”. Other
terms used include Data Archaeology, Information Har-
vesting, Information Discovery, Knowledge Extraction,
etc. Gregory Piatetsky-Shapiro coined the term “Knowl-
edge Discovery in Databases” for the first workshop on
the same topic (KDD-1989) and this term became more
popular in Al and Machine Learning Community. How-
ever, the term data mining became more popular in the
business and press communities.'’! Currently, Data Min-
ing and Knowledge Discovery are used interchangeably.
Since about 2007, “Predictive Analytics” and since 2011,
“Data Science” terms were also used to describe this field.

2.2 Background

The manual extraction of patterns from data has occurred
for centuries. Early methods of identifying patterns in
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data include Bayes’ theorem (1700s) and regression anal-
ysis (1800s). The proliferation, ubiquity and increas-
ing power of computer technology has dramatically in-
creased data collection, storage, and manipulation abil-
ity. As data sets have grown in size and complexity, di-
rect “hands-on” data analysis has increasingly been aug-
mented with indirect, automated data processing, aided
by other discoveries in computer science, such as neural
networks, cluster analysis, genetic algorithms (1950s),
decision trees and decision rules (1960s), and support
vector machines (1990s). Data mining is the process
of applying these methods with the intention of uncov-
ering hidden patterns!'!! in large data sets. It bridges
the gap from applied statistics and artificial intelligence
(which usually provide the mathematical background) to
database management by exploiting the way data is stored
and indexed in databases to execute the actual learning
and discovery algorithms more efficiently, allowing such
methods to be applied to ever larger data sets.

2.2.1 Research and evolution

The premier professional body in the field is the
Association for Computing Machinery's (ACM) Special
Interest Group (SIG) on Knowledge Discovery and Data
Mining (SIGKDD).!"21113] Since 1989 this ACM SIG has
hosted an annual international conference and published
its proceedings,!'*! and since 1999 it has published a bian-
nual academic journal titled “SIGKDD Explorations”.[*>!

Computer science conferences on data mining include:

o CIKM Conference — ACM Conference on Informa-
tion and Knowledge Management

e DMIN Conference — International Conference on
Data Mining

e DMKD Conference — Research Issues on Data Min-
ing and Knowledge Discovery

¢ ECDM Conference — European Conference on Data
Mining

e ECML-PKDD Conference — European Conference
on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases

e EDM Conference — International Conference on
Educational Data Mining

e ICDM Conference — IEEE International Conference
on Data Mining

e KDD Conference — ACM SIGKDD Conference on
Knowledge Discovery and Data Mining

e MLDM Conference — Machine Learning and Data
Mining in Pattern Recognition
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e PAKDD Conference — The annual Pacific-Asia
Conference on Knowledge Discovery and Data Min-
ing

e PAW Conference — Predictive Analytics World

e SDM Conference — SIAM International Conference
on Data Mining (SIAM)

e SSTD Symposium — Symposium on Spatial and
Temporal Databases

e WSDM Conference — ACM Conference on Web
Search and Data Mining

Data mining topics are also present on many data man-
agement/database conferences such as the ICDE Con-
ference, SIGMOD Conference and International Confer-
ence on Very Large Data Bases

2.3 Process

The Knowledge Discovery in Databases (KDD) pro-
cess is commonly defined with the stages:

(1) Selection

(2) Pre-processing
(3) Transformation
(4) Data Mining

(5) Interpretation/Evaluation.!"!

It exists, however, in many variations on this theme, such
as the Cross Industry Standard Process for Data Mining
(CRISP-DM) which defines six phases:

(1) Business Understanding
(2) Data Understanding

(3) Data Preparation

(4) Modeling

(5) Evaluation

(6) Deployment

or a simplified process such as (1) pre-processing, (2) data
mining, and (3) results validation.

Polls conducted in 2002, 2004, and 2007 show that
the CRISP-DM methodology is the leading methodology
used by data miners.['®/171118] The only other data mining
standard named in these polls was SEMMA. However, 3-
4 times as many people reported using CRISP-DM. Sev-
eral teams of researchers have published reviews of data
mining process models,!'*!?%1 and Azevedo and Santos
conducted a comparison of CRISP-DM and SEMMA in
2008.21]
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2.4. STANDARDS

2.3.1 Pre-processing

Before data mining algorithms can be used, a target data
set must be assembled. As data mining can only uncover
patterns actually present in the data, the target data set
must be large enough to contain these patterns while re-
maining concise enough to be mined within an acceptable
time limit. A common source for data is a data mart or
data warehouse. Pre-processing is essential to analyze the
multivariate data sets before data mining. The target set
is then cleaned. Data cleaning removes the observations
containing noise and those with missing data.

2.3.2 Data mining

Data mining involves six common classes of tasks:'!]

e Anomaly detection (Outlier/change/deviation de-
tection) — The identification of unusual data records,
that might be interesting or data errors that require
further investigation.

e Association rule learning (Dependency modelling)
— Searches for relationships between variables. For
example a supermarket might gather data on cus-
tomer purchasing habits. Using association rule
learning, the supermarket can determine which
products are frequently bought together and use this
information for marketing purposes. This is some-
times referred to as market basket analysis.

e Clustering — is the task of discovering groups and
structures in the data that are in some way or an-
other “similar”, without using known structures in
the data.

o Classification — is the task of generalizing known
structure to apply to new data. For example, an e-
mail program might attempt to classify an e-mail as
“legitimate” or as “spam”.

e Regression —attempts to find a function which mod-
els the data with the least error.

e Summarization — providing a more compact repre-
sentation of the data set, including visualization and
report generation.

2.3.3 Results validation

Data mining can unintentionally be misused, and can then
produce results which appear to be significant; but which
do not actually predict future behavior and cannot be
reproduced on a new sample of data and bear little use.
Often this results from investigating too many hypotheses
and not performing proper statistical hypothesis testing.
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A simple version of this problem in machine learning is
known as overfitting, but the same problem can arise at
different phases of the process and thus a train/test split
- when applicable at all - may not be sufficient to prevent
this from happening.

The final step of knowledge discovery from data is to ver-
ify that the patterns produced by the data mining algo-
rithms occur in the wider data set. Not all patterns found
by the data mining algorithms are necessarily valid. It is
common for the data mining algorithms to find patterns
in the training set which are not present in the general
data set. This is called overfitting. To overcome this, the
evaluation uses a test set of data on which the data min-
ing algorithm was not trained. The learned patterns are
applied to this test set, and the resulting output is com-
pared to the desired output. For example, a data mining
algorithm trying to distinguish “spam” from “legitimate”
emails would be trained on a training set of sample e-
mails. Once trained, the learned patterns would be ap-
plied to the test set of e-mails on which it had not been
trained. The accuracy of the patterns can then be mea-
sured from how many e-mails they correctly classify. A
number of statistical methods may be used to evaluate the
algorithm, such as ROC curves.

If the learned patterns do not meet the desired standards,
subsequently it is necessary to re-evaluate and change the
pre-processing and data mining steps. If the learned pat-
terns do meet the desired standards, then the final step is
to interpret the learned patterns and turn them into knowl-
edge.

2.4 Standards

There have been some efforts to define standards for
the data mining process, for example the 1999 Euro-
pean Cross Industry Standard Process for Data Mining
(CRISP-DM 1.0) and the 2004 Java Data Mining stan-
dard (JDM 1.0). Development on successors to these pro-
cesses (CRISP-DM 2.0 and JDM 2.0) was active in 2006,
but has stalled since. JDM 2.0 was withdrawn without
reaching a final draft.

For exchanging the extracted models — in particular for
use in predictive analytics — the key standard is the
Predictive Model Markup Language (PMML), which is
an XML-based language developed by the Data Min-
ing Group (DMG) and supported as exchange format by
many data mining applications. As the name suggests, it
only covers prediction models, a particular data mining
task of high importance to business applications. How-
ever, extensions to cover (for example) subspace cluster-
ing have been proposed independently of the DMG.??!
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2.5 Notable uses

See also: Category:Applied data mining.

2.5.1 Games

Since the early 1960s, with the availability of oracles
for certain combinatorial games, also called tablebases
(e.g. for 3x3-chess) with any beginning configuration,
small-board dots-and-boxes, small-board-hex, and cer-
tain endgames in chess, dots-and-boxes, and hex; a new
area for data mining has been opened. This is the ex-
traction of human-usable strategies from these oracles.
Current pattern recognition approaches do not seem to
fully acquire the high level of abstraction required to be
applied successfully. Instead, extensive experimentation
with the tablebases — combined with an intensive study
of tablebase-answers to well designed problems, and with
knowledge of prior art (i.e., pre-tablebase knowledge) —
is used to yield insightful patterns. Berlekamp (in dots-
and-boxes, etc.) and John Nunn (in chess endgames) are
notable examples of researchers doing this work, though
they were not — and are not — involved in tablebase gen-
eration.

2.5.2 Business

In business, data mining is the analysis of historical busi-
ness activities, stored as static data in data warehouse
databases. The goal is to reveal hidden patterns and
trends. Data mining software uses advanced pattern
recognition algorithms to sift through large amounts of
data to assist in discovering previously unknown strate-
gic business information. Examples of what businesses
use data mining for include performing market analysis
to identify new product bundles, finding the root cause
of manufacturing problems, to prevent customer attrition
and acquire new customers, cross-selling to existing cus-
tomers, and profiling customers with more accuracy.!?’!

e In today’s world raw data is being collected by com-
panies at an exploding rate. For example, Walmart
processes over 20 million point-of-sale transactions
every day. This information is stored in a centralized
database, but would be useless without some type of
data mining software to analyze it. If Walmart ana-
lyzed their point-of-sale data with data mining tech-
niques they would be able to determine sales trends,
develop marketing campaigns, and more accurately
predict customer loyalty.[>*!

e Every time a credit card or a store loyalty card is
being used, or a warranty card is being filled, data
is being collected about the users behavior. Many
people find the amount of information stored about
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us from companies, such as Google, Facebook, and
Amazon, disturbing and are concerned about pri-
vacy. Although there is the potential for our per-
sonal data to be used in harmful, or unwanted, ways
it is also being used to make our lives better. For
example, Ford and Audi hope to one day collect in-
formation about customer driving patterns so they
can recommend safer routes and warn drivers about
dangerous road conditions.!>!

Data mining in customer relationship management
applications can contribute significantly to the bot-
tom line. Rather than randomly contacting a
prospect or customer through a call center or send-
ing mail, a company can concentrate its efforts on
prospects that are predicted to have a high likeli-
hood of responding to an offer. More sophisticated
methods may be used to optimize resources across
campaigns so that one may predict to which channel
and to which offer an individual is most likely to re-
spond (across all potential offers). Additionally, so-
phisticated applications could be used to automate
mailing. Once the results from data mining (po-
tential prospect/customer and channel/offer) are de-
termined, this “sophisticated application” can either
automatically send an e-mail or a regular mail. Fi-
nally, in cases where many people will take an action
without an offer, "uplift modeling" can be used to
determine which people have the greatest increase in
response if given an offer. Uplift modeling thereby
enables marketers to focus mailings and offers on
persuadable people, and not to send offers to peo-
ple who will buy the product without an offer. Data
clustering can also be used to automatically discover
the segments or groups within a customer data set.

Businesses employing data mining may see a return
on investment, but also they recognize that the num-
ber of predictive models can quickly become very
large. For example, rather than using one model to
predict how many customers will churn, a business
may choose to build a separate model for each region
and customer type. In situations where a large num-
ber of models need to be maintained, some busi-
nesses turn to more automated data mining method-
ologies.

Data mining can be helpful to human resources
(HR) departments in identifying the characteristics
of their most successful employees. Information ob-
tained — such as universities attended by highly suc-
cessful employees — can help HR focus recruiting ef-
forts accordingly. Additionally, Strategic Enterprise
Management applications help a company trans-
late corporate-level goals, such as profit and margin
share targets, into operational decisions, such as pro-
duction plans and workforce levels.%%!
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e Market basket analysis, relates to data-mining use
in retail sales. If a clothing store records the pur-
chases of customers, a data mining system could
identify those customers who favor silk shirts over
cotton ones. Although some explanations of rela-
tionships may be difficult, taking advantage of it
is easier. The example deals with association rules
within transaction-based data. Not all data are trans-
action based and logical, or inexact rules may also be
present within a database.

Market basket analysis has been used to identify the
purchase patterns of the Alpha Consumer. Analyz-
ing the data collected on this type of user has allowed
companies to predict future buying trends and fore-
cast supply demands.

Data mining is a highly effective tool in the catalog
marketing industry. Catalogers have a rich database
of history of their customer transactions for millions
of customers dating back a number of years. Data
mining tools can identify patterns among customers
and help identify the most likely customers to re-
spond to upcoming mailing campaigns.

Data mining for business applications can be inte-
grated into a complex modeling and decision mak-
ing process.?’! Reactive business intelligence (RBI)
advocates a “holistic” approach that integrates data
mining, modeling, and interactive visualization into
an end-to-end discovery and continuous innova-
tion process powered by human and automated
learning.%8

In the area of decision making, the RBI approach
has been used to mine knowledge that is progres-
sively acquired from the decision maker, and then
self-tune the decision method accordingly.?®! The
relation between the quality of a data mining sys-
tem and the amount of investment that the deci-
sion maker is willing to make was formalized by
providing an economic perspective on the value
of “extracted knowledge” in terms of its payoff to
the organization'?”] This decision-theoretic classi-
fication framework!?’! was applied to a real-world
semiconductor wafer manufacturing line, where
decision rules for effectively monitoring and con-
trolling the semiconductor wafer fabrication line
were developed.!*]

An example of data mining related to an integrated-
circuit (IC) production line is described in the
paper “Mining IC Test Data to Optimize VLSI
Testing.”*! In this paper, the application of data
mining and decision analysis to the problem of die-
level functional testing is described. Experiments
mentioned demonstrate the ability to apply a system
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of mining historical die-test data to create a proba-
bilistic model of patterns of die failure. These pat-
terns are then utilized to decide, in real time, which
die to test next and when to stop testing. This system
has been shown, based on experiments with histori-
cal test data, to have the potential to improve profits
on mature IC products. Other examples©®2/33 of the
application of data mining methodologies in semi-
conductor manufacturing environments suggest that
data mining methodologies may be particularly use-
ful when data is scarce, and the various physical and
chemical parameters that affect the process exhibit
highly complex interactions. Another implication is
that on-line monitoring of the semiconductor man-
ufacturing process using data mining may be highly
effective.

2.5.3 Science and engineering

In recent years, data mining has been used widely in the
areas of science and engineering, such as bioinformatics,
genetics, medicine, education and electrical power engi-
neering.

e In the study of human genetics, sequence mining
helps address the important goal of understand-
ing the mapping relationship between the inter-
individual variations in human DNA sequence and
the variability in disease susceptibility. In simple
terms, it aims to find out how the changes in an
individual’s DNA sequence affects the risks of de-
veloping common diseases such as cancer, which is
of great importance to improving methods of diag-
nosing, preventing, and treating these diseases. One
data mining method that is used to perform this task
is known as multifactor dimensionality reduction.3*!

e In the area of electrical power engineering, data
mining methods have been widely used for condition
monitoring of high voltage electrical equipment.
The purpose of condition monitoring is to obtain
valuable information on, for example, the status of
the insulation (or other important safety-related pa-
rameters). Data clustering techniques — such as the
self-organizing map (SOM), have been applied to
vibration monitoring and analysis of transformer on-
load tap-changers (OLTCS). Using vibration mon-
itoring, it can be observed that each tap change
operation generates a signal that contains informa-
tion about the condition of the tap changer contacts
and the drive mechanisms. Obviously, different tap
positions will generate different signals. However,
there was considerable variability amongst normal
condition signals for exactly the same tap position.
SOM has been applied to detect abnormal condi-
tions and to hypothesize about the nature of the
abnormalities.!®!
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e Data mining methods have been applied to dissolved
gas analysis (DGA) in power transformers. DGA, as
a diagnostics for power transformers, has been avail-
able for many years. Methods such as SOM has been
applied to analyze generated data and to determine
trends which are not obvious to the standard DGA
ratio methods (such as Duval Triangle).3!

e In educational research, where data mining has
been used to study the factors leading students to
choose to engage in behaviors which reduce their
learning,'*®! and to understand factors influencing
university student retention.*”] A similar exam-
ple of social application of data mining is its use
in expertise finding systems, whereby descriptors
of human expertise are extracted, normalized, and
classified so as to facilitate the finding of experts,
particularly in scientific and technical fields. In this
way, data mining can facilitate institutional memory.

e Data mining methods of biomedical data facili-
tated by domain ontologies,'*®! mining clinical trial
data,*! and traffic analysis using SOM. 40!

e In adverse drug reaction surveillance, the Uppsala
Monitoring Centre has, since 1998, used data min-
ing methods to routinely screen for reporting pat-
terns indicative of emerging drug safety issues in
the WHO global database of 4.6 million suspected
adverse drug reaction incidents.[*!! Recently, simi-
lar methodology has been developed to mine large
collections of electronic health records for tempo-
ral patterns associating drug prescriptions to medi-
cal diagnoses.[*!

e Data mining has been applied to software artifacts
within the realm of software engineering: Mining
Software Repositories.

2.5.4 Human rights

Data mining of government records — particularly records
of the justice system (i.e., courts, prisons) — enables the
discovery of systemic human rights violations in connec-
tion to generation and publication of invalid or fraudulent
legal records by various government agencies. #3144

2.5.5 Maedical data mining

In 2011, the case of Sorrell v. IMS Health, Inc., decided
by the Supreme Court of the United States, ruled that
pharmacies may share information with outside compa-
nies. This practice was authorized under the 1st Amend-
ment of the Constitution, protecting the “freedom of
speech.”*3] However, the passage of the Health Informa-
tion Technology for Economic and Clinical Health Act
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(HITECH Act) helped to initiate the adoption of the elec-
tronic health record (EHR) and supporting technology in
the United States.[*®! The HITECH Act was signed into
law on February 17, 2009 as part of the American Recov-
ery and Reinvestment Act (ARRA) and helped to open
the door to medical data mining.[*’! Prior to the signing
of this law, estimates of only 20% of United States-based
physicians were utilizing electronic patient records.*®!
Sgren Brunak notes that “the patient record becomes as
information-rich as possible” and thereby “maximizes the
data mining opportunities.”*®! Hence, electronic patient
records further expands the possibilities regarding medi-
cal data mining thereby opening the door to a vast source
of medical data analysis.

2.5.6 Spatial data mining

Spatial data mining is the application of data mining
methods to spatial data. The end objective of spatial data
mining is to find patterns in data with respect to geog-
raphy. So far, data mining and Geographic Information
Systems (GIS) have existed as two separate technologies,
each with its own methods, traditions, and approaches to
visualization and data analysis. Particularly, most con-
temporary GIS have only very basic spatial analysis func-
tionality. The immense explosion in geographically ref-
erenced data occasioned by developments in IT, digital
mapping, remote sensing, and the global diffusion of GIS
emphasizes the importance of developing data-driven in-
ductive approaches to geographical analysis and model-
ing.

Data mining offers great potential benefits for GIS-based
applied decision-making. Recently, the task of integrat-
ing these two technologies has become of critical impor-
tance, especially as various public and private sector or-
ganizations possessing huge databases with thematic and
geographically referenced data begin to realize the huge
potential of the information contained therein. Among
those organizations are:

o offices requiring analysis or dissemination of geo-
referenced statistical data

e public health services searching for explanations of
disease clustering

e environmental agencies assessing the impact of
changing land-use patterns on climate change

e geo-marketing companies doing customer segmen-
tation based on spatial location.

Challenges in Spatial mining: Geospatial data reposito-
ries tend to be very large. Moreover, existing GIS datasets
are often splintered into feature and attribute compo-
nents that are conventionally archived in hybrid data man-
agement systems. Algorithmic requirements differ sub-
stantially for relational (attribute) data management and
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for topological (feature) data management.!*3! Related to
this is the range and diversity of geographic data for-
mats, which present unique challenges. The digital ge-
ographic data revolution is creating new types of data
formats beyond the traditional “vector” and “raster” for-
mats. Geographic data repositories increasingly include
ill-structured data, such as imagery and geo-referenced
multi-media.[4"!

There are several critical research challenges in geo-
graphic knowledge discovery and data mining. Miller and
Han" offer the following list of emerging research top-
ics in the field:

e Developing and supporting geographic data
warehouses (GDW?’s): Spatial properties are often
reduced to simple aspatial attributes in mainstream
data warehouses. Creating an integrated GDW re-
quires solving issues of spatial and temporal data in-
teroperability — including differences in semantics,
referencing systems, geometry, accuracy, and posi-
tion.

e Better spatio-temporal representations in geo-
graphic knowledge discovery: Current geographic
knowledge discovery (GKD) methods generally use
very simple representations of geographic objects
and spatial relationships. Geographic data min-
ing methods should recognize more complex geo-
graphic objects (i.e., lines and polygons) and rela-
tionships (i.e., non-Euclidean distances, direction,
connectivity, and interaction through attributed ge-
ographic space such as terrain). Furthermore, the
time dimension needs to be more fully integrated
into these geographic representations and relation-
ships.

e Geographic knowledge discovery using diverse
data types: GKD methods should be developed
that can handle diverse data types beyond the tradi-
tional raster and vector models, including imagery
and geo-referenced multimedia, as well as dynamic
data types (video streams, animation).

2.5.7 Temporal data mining

Data may contain attributes generated and recorded at
different times. In this case finding meaningful relation-
ships in the data may require considering the temporal
order of the attributes. A temporal relationship may in-
dicate a causal relationship, or simply an association.

2.5.8 Sensor data mining

Wireless sensor networks can be used for facilitating the
collection of data for spatial data mining for a variety of
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applications such as air pollution monitoring.!! A char-
acteristic of such networks is that nearby sensor nodes
monitoring an environmental feature typically register
similar values. This kind of data redundancy due to the
spatial correlation between sensor observations inspires
the techniques for in-network data aggregation and min-
ing. By measuring the spatial correlation between data
sampled by different sensors, a wide class of specialized
algorithms can be developed to develop more efficient
spatial data mining algorithms."?!

2.5.9 Visual data mining

In the process of turning from analogical into digi-
tal, large data sets have been generated, collected, and
stored discovering statistical patterns, trends and infor-
mation which is hidden in data, in order to build pre-
dictive patterns. Studies suggest visual data mining is
faster and much more intuitive than is traditional data
mining. 331341551 See also Computer vision.

2.5.10 Music data mining

Data mining techniques, and in particular co-occurrence
analysis, has been used to discover relevant similarities
among music corpora (radio lists, CD databases) for pur-
poses including classifying music into genres in a more
objective manner.®!

2.5.11 Surveillance

Data mining has been used by the U.S. government. Pro-
grams include the Total Information Awareness (TIA)
program, Secure Flight (formerly known as Computer-
Assisted Passenger Prescreening System (CAPPS II)),
Analysis, Dissemination, Visualization, Insight, Seman-
tic Enhancement (ADVISE),7! and the Multi-state Anti-
Terrorism Information Exchange (MATRIX).8 These
programs have been discontinued due to controversy over
whether they violate the 4th Amendment to the United
States Constitution, although many programs that were
formed under them continue to be funded by different
organizations or under different names. >’

In the context of combating terrorism, two particularly
plausible methods of data mining are “pattern mining”
and “subject-based data mining”.

2.5.12 Pattern mining

“Pattern mining” is a data mining method that involves
finding existing patterns in data. In this context patterns
often means association rules. The original motivation
for searching association rules came from the desire to
analyze supermarket transaction data, that is, to examine
customer behavior in terms of the purchased products.
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For example, an association rule “beer = potato chips
(80%)" states that four out of five customers that bought
beer also bought potato chips.

In the context of pattern mining as a tool to identify
terrorist activity, the National Research Council pro-
vides the following definition: “Pattern-based data min-
ing looks for patterns (including anomalous data patterns)
that might be associated with terrorist activity — these
patterns might be regarded as small signals in a large
ocean of noise.”(®01011162] Pattern Mining includes new
areas such a Music Information Retrieval (MIR) where
patterns seen both in the temporal and non temporal
domains are imported to classical knowledge discovery
search methods.

2.5.13 Subject-based data mining

“Subject-based data mining” is a data mining method
involving the search for associations between individu-
als in data. In the context of combating terrorism, the
National Research Council provides the following defi-
nition: “Subject-based data mining uses an initiating in-
dividual or other datum that is considered, based on other
information, to be of high interest, and the goal is to de-
termine what other persons or financial transactions or
movements, etc., are related to that initiating datum.”®!]

2.5.14 Knowledge grid

Knowledge discovery “On the Grid” generally refers to
conducting knowledge discovery in an open environment
using grid computing concepts, allowing users to inte-
grate data from various online data sources, as well make
use of remote resources, for executing their data mining
tasks. The earliest example was the Discovery Net,[03164]
developed at Imperial College London, which won the
“Most Innovative Data-Intensive Application Award” at
the ACM SCO02 (Supercomputing 2002) conference and
exhibition, based on a demonstration of a fully interactive
distributed knowledge discovery application for a bioin-
formatics application. Other examples include work con-
ducted by researchers at the University of Calabria, who
developed a Knowledge Grid architecture for distributed
knowledge discovery, based on grid computing, (636!

2.6 Privacy concerns and ethics

While the term “data mining” itself has no ethical im-
plications, it is often associated with the mining of in-
formation in relation to peoples’ behavior (ethical and
otherwise).[!

The ways in which data mining can be used can in some
cases and contexts raise questions regarding privacy, le-
gality, and ethics.[®! In particular, data mining govern-
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ment or commercial data sets for national security or law
enforcement purposes, such as in the Total Information
Awareness Program or in ADVISE, has raised privacy
concerns. 011701

Data mining requires data preparation which can uncover
information or patterns which may compromise confiden-
tiality and privacy obligations. A common way for this
to occur is through data aggregation. Data aggregation
involves combining data together (possibly from various
sources) in a way that facilitates analysis (but that also
might make identification of private, individual-level data
deducible or otherwise apparent).[’!! This is not data min-
ing per se, but a result of the preparation of data before
— and for the purposes of — the analysis. The threat to an
individual’s privacy comes into play when the data, once
compiled, cause the data miner, or anyone who has access
to the newly compiled data set, to be able to identify spe-
cific individuals, especially when the data were originally
anonymous. 7217311741

It is recommended that an individual is made aware of the
following before data are collected:!"!)

o the purpose of the data collection and any (known)
data mining projects;

e how the data will be used;

e who will be able to mine the data and use the data
and their derivatives;

o the status of security surrounding access to the data;

e how collected data can be updated.

Data may also be modified so as to become anonymous,
so that individuals may not readily be identified.[’"! How-
ever, even “de-identified"/"anonymized” data sets can po-
tentially contain enough information to allow identifica-
tion of individuals, as occurred when journalists were
able to find several individuals based on a set of search
histories that were inadvertently released by AOL.[”!

2.6.1 Situation in Europe

Europe has rather strong privacy laws, and efforts are un-
derway to further strengthen the rights of the consumers.
However, the U.S.-E.U. Safe Harbor Principles currently
effectively expose European users to privacy exploitation
by U.S. companies. As a consequence of Edward Snow-
den's Global surveillance disclosure, there has been in-
creased discussion to revoke this agreement, as in partic-
ular the data will be fully exposed to the National Security
Agency, and attempts to reach an agreement have failed.

2.6.2 Situation in the United States

In the United States, privacy concerns have been ad-
dressed by the US Congress via the passage of regulatory
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controls such as the Health Insurance Portability and Ac-
countability Act (HIPAA). The HIPAA requires individ-
uals to give their “informed consent” regarding informa-
tion they provide and its intended present and future uses.
According to an article in Biotech Business Week', "[iJn
practice, HIPAA may not offer any greater protection than
the longstanding regulations in the research arena,' says
the AAHC. More importantly, the rule’s goal of protection
through informed consent is undermined by the complexity
of consent forms that are required of patients and partic-
ipants, which approach a level of incomprehensibility to
average individuals.”’! This underscores the necessity for
data anonymity in data aggregation and mining practices.

U.S. information privacy legislation such as HIPAA and
the Family Educational Rights and Privacy Act (FERPA)
applies only to the specific areas that each such law ad-
dresses. Use of data mining by the majority of businesses
in the U.S. is not controlled by any legislation.

2.7 Copyright Law

2.7.1 Situation in Europe

Due to a lack of flexibilities in European copyright and
database law, the mining of in-copyright works such
as web mining without the permission of the copyright
owner is not legal. Where a database is pure data in Eu-
rope there is likely to be no copyright, but database rights
may exist so data mining becomes subject to regulations
by the Database Directive. On the recommendation of
the Hargreaves review this led to the UK government to
amend its copyright law in 2014771 to allow content min-
ing as a limitation and exception. Only the second coun-
try in the world to do so after Japan, which introduced an
exception in 2009 for data mining. However due to the
restriction of the Copyright Directive, the UK exception
only allows content mining for non-commercial purposes.
UK copyright law also does not allow this provision to
be overridden by contractual terms and conditions. The
European Commission facilitated stakeholder discussion
on text and data mining in 2013, under the title of Li-
cences for Europe.!”8! The focus on the solution to this
legal issue being licences and not limitations and excep-
tions led to representatives of universities, researchers,
libraries, civil society groups and open access publishers
to leave the stakeholder dialogue in May 2013.1"%)

2.7.2 Situation in the United States

By contrast to Europe, the flexible nature of US copyright
law, and in particular fair use means that content mining
in America, as well as other fair use countries such as Is-
rael, Taiwan and South Korea is viewed as being legal. As
content mining is transformative, that is it does not sup-
plant the original work, it is viewed as being lawful under
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fair use. For example as part of the Google Book settle-
ment the presiding judge on the case ruled that Google’s
digitisation project of in-copyright books was lawful, in
part because of the transformative uses that the digitisa-
tion project displayed - one being text and data mining.3"!

2.8 Software

See also: Category:Data mining and machine learning
software.

2.8.1 Free open-source data mining soft-
ware and applications

e Carrot2: Text and search results clustering frame-
work.

e Chemicalize.org: A chemical structure miner and
web search engine.

e ELKI: A university research project with advanced
cluster analysis and outlier detection methods writ-
ten in the Java language.

e GATE: a natural language processing and language
engineering tool.

e KNIME: The Konstanz Information Miner, a user
friendly and comprehensive data analytics frame-
work.

e ML-Flex: A software package that enables users
to integrate with third-party machine-learning pack-
ages written in any programming language, exe-
cute classification analyses in parallel across multi-
ple computing nodes, and produce HTML reports
of classification results.

e MLPACK library: a collection of ready-to-use ma-
chine learning algorithms written in the C++ lan-

guage.

e Massive Online Analysis (MOA): a real-time big
data stream mining with concept drift tool in the
Java programming language.

e NLTK (Natural Language Toolkit): A suite of li-
braries and programs for symbolic and statistical
natural language processing (NLP) for the Python
language.

e OpenNN: Open neural networks library.

e Orange: A component-based data mining and
machine learning software suite written in the
Python language.

e R: A programming language and software environ-
ment for statistical computing, data mining, and
graphics. It is part of the GNU Project.
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SCaViS: Java cross-platform data analysis frame-
work developed at Argonne National Laboratory.

SenticNet API: A semantic and affective resource
for opinion mining and sentiment analysis.

Tanagra: A visualisation-oriented data mining soft-
ware, also for teaching.

Torch: An open source deep learning library for the
Lua programming language and scientific comput-
ing framework with wide support for machine learn-
ing algorithms.

UIMA: The UIMA (Unstructured Information
Management Architecture) is a component frame-
work for analyzing unstructured content such as text,
audio and video — originally developed by IBM.

Weka: A suite of machine learning software appli-
cations written in the Java programming language.

2.8.2 Commercial data-mining software

and applications

Angoss KnowledgeSTUDIO: data mining tool pro-
vided by Angoss.

Clarabridge: enterprise class text analytics solution.

HP Vertica Analytics Platform: data mining soft-
ware provided by HP.

IBM SPSS Modeler: data mining software provided
by IBM.

KXEN Modeler: data mining tool provided by
KXEN.

Grapheme: data mining and visualization software
provided by iChrome.

LIONsolver: an integrated software application for
data mining, business intelligence, and modeling
that implements the Learning and Intelligent Opti-
mizatioN (LION) approach.

Microsoft Analysis Services: data mining software
provided by Microsoft.

NetOwl: suite of multilingual text and entity analyt-
ics products that enable data mining.

Oracle Data Mining: data mining software by
Oracle.

RapidMiner: An environment for machine learning
and data mining experiments.

SAS Enterprise Miner: data mining software pro-
vided by the SAS Institute.

STATISTICA Data Miner: data mining software
provided by StatSoft.

CHAPTER 2. DATA MINING

e Qlucore Omics Explorer: data mining software pro-
vided by Qlucore.

2.8.3 Marketplace surveys

Several researchers and organizations have conducted re-
views of data mining tools and surveys of data miners.
These identify some of the strengths and weaknesses of
the software packages. They also provide an overview
of the behaviors, preferences and views of data miners.
Some of these reports include:

e 2011 Wiley Interdisciplinary Reviews: Data Mining
and Knowledge Discovery!®!!

e Rexer Analytics Data Miner Surveys (2007-
2013)182)

e Forrester Research 2010 Predictive Analytics and
Data Mining Solutions report!83]

e Gartner 2008 “Magic Quadrant” report!®*!

e Robert A. Nisbet’s 2006 Three Part Series of arti-
cles “Data Mining Tools: Which One is Best For
CRM?"[#]

e Haughton et al.'s 2003 Review of Data Mining Soft-
ware Packages in The American Statistician'®®!

e Goebel & Gruenwald 1999 “A Survey of Data
Mining a Knowledge Discovery Software Tools” in
SIGKDD Explorations!3”!

2.9 See also
Methods

e Anomaly/outlier/change detection
e Association rule learning

e Classification

e Cluster analysis

e Decision tree

e Factor analysis

e Genetic algorithms

e Intention mining

e Multilinear subspace learning
e Neural networks

e Regression analysis

e Sequence mining
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2.10. REFERENCES

Structured data analysis
Support vector machines
Text mining

Online analytical processing (OLAP)

Application domains

Analytics

Bioinformatics

Business intelligence
Data analysis

Data warehouse
Decision support system
Drug discovery
Exploratory data analysis
Predictive analytics

Web mining

Application examples

See also: Category:Applied data mining.

Customer analytics

Data mining in agriculture

Data mining in meteorology

Educational data mining

National Security Agency

Police-enforced ANPR in the UK
Quantitative structure—activity relationship

Surveillance / Mass surveillance (e.g., Stellar Wind)

Related topics

Data mining is about analyzing data; for information
about extracting information out of data, see:

Data integration

Data transformation
Electronic discovery
Information extraction
Information integration
Named-entity recognition
Profiling (information science)

Web scraping
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Chapter 3

Statistical classification

For the unsupervised learning approach, see Cluster
analysis.

In machine learning and statistics, classification is the
problem of identifying to which of a set of categories
(sub-populations) a new observation belongs, on the ba-
sis of a training set of data containing observations (or
instances) whose category membership is known. An ex-
ample would be assigning a given email into “spam” or
“non-spam” classes or assigning a diagnosis to a given pa-
tient as described by observed characteristics of the pa-
tient (gender, blood pressure, presence or absence of cer-
tain symptoms, etc.).

In the terminology of machine learning,!!! classification is
considered an instance of supervised learning, i.e. learn-
ing where a training set of correctly identified observa-
tions is available. The corresponding unsupervised pro-
cedure is known as clustering, and involves grouping data
into categories based on some measure of inherent simi-
larity or distance.

Often, the individual observations are analyzed into a set
of quantifiable properties, known variously explanatory
variables, features, etc. These properties may vari-
ously be categorical (e.g. “A”, “B”, “AB” or “O”, for
blood type), ordinal (e.g. “large”, “medium” or “small”),
integer-valued (e.g. the number of occurrences of a part
word in an email) or real-valued (e.g. a measurement
of blood pressure). Other classifiers work by compar-
ing observations to previous observations by means of a

similarity or distance function.

An algorithm that implements classification, especially in
a concrete implementation, is known as a classifier. The
term “classifier” sometimes also refers to the mathemat-
ical function, implemented by a classification algorithm,
that maps input data to a category.

Terminology across fields is quite varied. In statistics,
where classification is often done with logistic regres-
sion or a similar procedure, the properties of observa-
tions are termed explanatory variables (or independent
variables, regressors, etc.), and the categories to be pre-
dicted are known as outcomes, which are considered to
be possible values of the dependent variable. In ma-
chine learning, the observations are often known as in-

stances, the explanatory variables are termed features
(grouped into a feature vector), and the possible cate-
gories to be predicted are classes. There is also some ar-
gument over whether classification methods that do not
involve a statistical model can be considered “statisti-
cal”. Other fields may use different terminology: e.g.
in community ecology, the term “classification” normally
refers to cluster analysis, i.e. a type of unsupervised
learning, rather than the supervised learning described in
this article.

3.1 Relation to other problems

Classification and clustering are examples of the more
general problem of pattern recognition, which is the as-
signment of some sort of output value to a given in-
put value. Other examples are regression, which assigns
a real-valued output to each input; sequence labeling,
which assigns a class to each member of a sequence of
values (for example, part of speech tagging, which as-
signs a part of speech to each word in an input sentence);
parsing, which assigns a parse tree to an input sentence,
describing the syntactic structure of the sentence; etc.

A common subclass of classification is probabilistic clas-
sification. Algorithms of this nature use statistical in-
ference to find the best class for a given instance. Un-
like other algorithms, which simply output a “best” class,
probabilistic algorithms output a probability of the in-
stance being a member of each of the possible classes.
The best class is normally then selected as the one with
the highest probability. However, such an algorithm has
numerous advantages over non-probabilistic classifiers:

e It can output a confidence value associated with its
choice (in general, a classifier that can do this is
known as a confidence-weighted classifier).

e Correspondingly, it can abstain when its confidence
of choosing any particular output is too low.

e Because of the probabilities which are generated,
probabilistic classifiers can be more effectively in-
corporated into larger machine-learning tasks, in a
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way that partially or completely avoids the problem
of error propagation.

3.2 Frequentist procedures

Early work on statistical classification was undertaken by
Fisher,!?!3] in the context of two-group problems, leading
to Fisher’s linear discriminant function as the rule for as-
signing a group to a new observation.[*! This early work
assumed that data-values within each of the two groups
had a multivariate normal distribution. The extension
of this same context to more than two-groups has also
been considered with a restriction imposed that the clas-
sification rule should be linear.*>! Later work for the
multivariate normal distribution allowed the classifier to
be nonlinear:!®! several classification rules can be derived
based on slight different adjustments of the Mahalanobis
distance, with a new observation being assigned to the
group whose centre has the lowest adjusted distance from
the observation.

3.3 Bayesian procedures

Unlike frequentist procedures, Bayesian classification
procedures provide a natural way of taking into ac-
count any available information about the relative sizes of
the sub-populations associated with the different groups
within the overall population.”! Bayesian procedures tend
to be computationally expensive and, in the days before
Markov chain Monte Carlo computations were devel-
oped, approximations for Bayesian clustering rules were
devised.®!

Some Bayesian procedures involve the calculation of
group membership probabilities: these can be viewed as
providing a more informative outcome of a data analysis
than a simple attribution of a single group-label to each
new observation.

3.4 Binary and multiclass classifi-
cation

Classification can be thought of as two separate problems
— binary classification and multiclass classification. In
binary classification, a better understood task, only two
classes are involved, whereas multiclass classification in-
volves assigning an object to one of several classes.!
Since many classification methods have been developed
specifically for binary classification, multiclass classifica-
tion often requires the combined use of multiple binary
classifiers.
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3.5 Feature vectors

Most algorithms describe an individual instance whose
category is to be predicted using a feature vector of indi-
vidual, measurable properties of the instance. Each prop-
erty is termed a feature, also known in statistics as an
explanatory variable (or independent variable, although in
general different features may or may not be statistically
independent). Features may variously be binary (“male”
or “female”); categorical (e.g. “A”, “B”, “AB” or “O”, for
blood type); ordinal (e.g. “large”, “medium” or “small”);
integer-valued (e.g. the number of occurrences of a par-
ticular word in an email); or real-valued (e.g. a measure-
ment of blood pressure). If the instance is an image, the
feature values might correspond to the pixels of an image;
if the instance is a piece of text, the feature values might
be occurrence frequencies of different words. Some al-
gorithms work only in terms of discrete data and require
that real-valued or integer-valued data be discretized into
groups (e.g. less than 5, between 5 and 10, or greater than
10).

The vector space associated with these vectors is often
called the feature space. In order to reduce the dimen-
sionality of the feature space, a number of dimensionality
reduction techniques can be employed.

3.6 Linear classifiers

A large number of algorithms for classification can be
phrased in terms of a linear function that assigns a score
to each possible category k by combining the feature vec-
tor of an instance with a vector of weights, using a dot
product. The predicted category is the one with the high-
est score. This type of score function is known as a linear
predictor function and has the following general form:

score(X;, k) = B, - X,

where Xi is the feature vector for instance #, 3k is the vec-
tor of weights corresponding to category &, and score(Xi,
k) is the score associated with assigning instance i to cat-
egory k. In discrete choice theory, where instances rep-
resent people and categories represent choices, the score
is considered the utility associated with person i choosing
category k.

Algorithms with this basic setup are known as linear clas-
sifiers. What distinguishes them is the procedure for de-
termining (training) the optimal weights/coefficients and
the way that the score is interpreted.

Examples of such algorithms are

e Logistic regression and Multinomial logistic regres-
sion

e Probit regression
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e The perceptron algorithm
e Support vector machines

e Linear discriminant analysis.

3.7 Algorithms

Examples of classification algorithms include:

e Linear classifiers

e Fisher’s linear discriminant
e Logistic regression
e Naive Bayes classifier

e Perceptron

Support vector machines

e [ east squares support vector machines

Quadratic classifiers

Kernel estimation

e k-nearest neighbor

Boosting (meta-algorithm)
e Decision trees
e Random forests

e Neural networks

Learning vector quantization

3.8 Evaluation

Classifier performance depends greatly on the character-
istics of the data to be classified. There is no single classi-
fier that works best on all given problems (a phenomenon
that may be explained by the no-free-lunch theorem).
Various empirical tests have been performed to compare
classifier performance and to find the characteristics of
data that determine classifier performance. Determining
a suitable classifier for a given problem is however still
more an art than a science.

The measures precision and recall are popular metrics
used to evaluate the quality of a classification system.
More recently, receiver operating characteristic (ROC)
curves have been used to evaluate the tradeoff between
true- and false-positive rates of classification algorithms.

As a performance metric, the uncertainty coefficient has
the advantage over simple accuracy in that it is not af-
fected by the relative sizes of the different classes. U7
Further, it will not penalize an algorithm for simply rear-
ranging the classes.

CHAPTER 3. STATISTICAL CLASSIFICATION

3.9 Application domains

See also: Cluster analysis § Applications

Classification has many applications. In some of these it
is employed as a data mining procedure, while in others
more detailed statistical modeling is undertaken.

e Computer vision

e Medical imaging and medical image analysis
e Optical character recognition

e Video tracking
e Drug discovery and development

e Toxicogenomics

e Quantitative structure-activity relationship
o Geostatistics
e Speech recognition
e Handwriting recognition
e Biometric identification
e Biological classification
o Statistical natural language processing
e Document classification
e Internet search engines
e Credit scoring
e Pattern recognition

e Micro-array classification

3.10 See also

o Class membership probabilities
e (Classification rule

e Binary classification

e Compound term processing

e Data mining

e Fuzzy logic

e Data warehouse

e Information retrieval

e Artificial intelligence

e Machine learning

e Recommender system
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Chapter 4

Cluster analysis

For the supervised learning approach, see Statistical clas-
sification.
Cluster analysis or clustering is the task of grouping
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The result of a cluster analysis shown as the coloring of the
squares into three clusters.

a set of objects in such a way that objects in the same
group (called a cluster) are more similar (in some sense
or another) to each other than to those in other groups
(clusters). It is a main task of exploratory data min-
ing, and a common technique for statistical data analysis,
used in many fields, including machine learning, pattern
recognition, image analysis, information retrieval, and
bioinformatics.

Cluster analysis itself is not one specific algorithm, but
the general task to be solved. It can be achieved by var-
ious algorithms that differ significantly in their notion
of what constitutes a cluster and how to efficiently find
them. Popular notions of clusters include groups with
small distances among the cluster members, dense ar-
eas of the data space, intervals or particular statistical
distributions. Clustering can therefore be formulated as
a multi-objective optimization problem. The appropri-
ate clustering algorithm and parameter settings (includ-
ing values such as the distance function to use, a density
threshold or the number of expected clusters) depend on
the individual data set and intended use of the results.
Cluster analysis as such is not an automatic task, but an
iterative process of knowledge discovery or interactive
multi-objective optimization that involves trial and fail-
ure. It will often be necessary to modify data preprocess-
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ing and model parameters until the result achieves the de-
sired properties.

Besides the term clustering, there are a number of terms
with similar meanings, including automatic classification,
numerical taxonomy, botryology (from Greek Botpug
“grape”) and typological analysis. The subtle differences
are often in the usage of the results: while in data min-
ing, the resulting groups are the matter of interest, in au-
tomatic classification the resulting discriminative power
is of interest. This often leads to misunderstandings be-
tween researchers coming from the fields of data mining
and machine learning, since they use the same terms and
often the same algorithms, but have different goals.

Cluster analysis was originated in anthropology by Driver
and Kroeber in 1932 and introduced to psychology by Zu-
bin in 1938 and Robert Tryon in 19391112 and famously
used by Cattell beginning in 19435 for trait theory clas-
sification in personality psychology.

4.1 Definition

According to Vladimir Estivill-Castro, the notion of a
“cluster” cannot be precisely defined, which is one of the
reasons why there are so many clustering algorithms.*!
There is a common denominator: a group of data ob-
jects. However, different researchers employ different
cluster models, and for each of these cluster models again
different algorithms can be given. The notion of a clus-
ter, as found by different algorithms, varies significantly
in its properties. Understanding these “cluster models” is
key to understanding the differences between the various
algorithms. Typical cluster models include:

e Connectivity models: for example hierarchical clus-
tering builds models based on distance connectivity.

Centroid models: for example the k-means algo-
rithm represents each cluster by a single mean vec-
tor.

Distribution models: clusters are modeled using sta-
tistical distributions, such as multivariate normal
distributions used by the Expectation-maximization
algorithm.
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e Density models: for example DBSCAN and
OPTICS defines clusters as connected dense regions
in the data space.

e Subspace models: in Biclustering (also known as
Co-clustering or two-mode-clustering), clusters are
modeled with both cluster members and relevant at-
tributes.

e Group models: some algorithms do not provide a
refined model for their results and just provide the
grouping information.

e Graph-based models: aclique, i.e., a subset of nodes
in a graph such that every two nodes in the subset are
connected by an edge can be considered as a proto-
typical form of cluster. Relaxations of the complete
connectivity requirement (a fraction of the edges can
be missing) are known as quasi-cliques.

A “clustering” is essentially a set of such clusters, usually
containing all objects in the data set. Additionally, it may
specify the relationship of the clusters to each other, for
example a hierarchy of clusters embedded in each other.
Clusterings can be roughly distinguished as:

e hard clustering: each object belongs to a cluster or
not

e soft clustering (also: fuzzy clustering): each object
belongs to each cluster to a certain degree (e.g. a
likelihood of belonging to the cluster)

There are also finer distinctions possible, for example:
e strict partitioning clustering: here each object be-

longs to exactly one cluster

e strict partitioning clustering with outliers: objects
can also belong to no cluster, and are considered
outliers.

e overlapping clustering (also: alternative clustering,
multi-view clustering): while usually a hard cluster-
ing, objects may belong to more than one cluster.

o hierarchical clustering: objects that belong to a child
cluster also belong to the parent cluster

e subspace clustering: while an overlapping cluster-
ing, within a uniquely defined subspace, clusters are
not expected to overlap.

4.2 Algorithms
Main category: Data clustering algorithms

Clustering algorithms can be categorized based on their
cluster model, as listed above. The following overview
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will only list the most prominent examples of clustering
algorithms, as there are possibly over 100 published clus-
tering algorithms. Not all provide models for their clus-
ters and can thus not easily be categorized. An overview
of algorithms explained in Wikipedia can be found in the
list of statistics algorithms.

There is no objectively “correct” clustering algorithm,
but as it was noted, “clustering is in the eye of the
beholder.”™ The most appropriate clustering algorithm
for a particular problem often needs to be chosen exper-
imentally, unless there is a mathematical reason to prefer
one cluster model over another. It should be noted that
an algorithm that is designed for one kind of model has
no chance on a data set that contains a radically differ-
ent kind of model.[! For example, k-means cannot find
non-convex clusters.!

4.2.1 Connectivity based clustering (hier-
archical clustering)

Main article: Hierarchical clustering

Connectivity based clustering, also known as hierarchical
clustering, is based on the core idea of objects being
more related to nearby objects than to objects farther
away. These algorithms connect “objects” to form “clus-
ters” based on their distance. A cluster can be described
largely by the maximum distance needed to connect parts
of the cluster. At different distances, different clusters
will form, which can be represented using a dendrogram,
which explains where the common name “hierarchical
clustering” comes from: these algorithms do not provide
a single partitioning of the data set, but instead provide
an extensive hierarchy of clusters that merge with each
other at certain distances. In a dendrogram, the y-axis
marks the distance at which the clusters merge, while the
objects are placed along the x-axis such that the clusters
don't mix.

Connectivity based clustering is a whole family of meth-
ods that differ by the way distances are computed. Apart
from the usual choice of distance functions, the user also
needs to decide on the linkage criterion (since a clus-
ter consists of multiple objects, there are multiple candi-
dates to compute the distance to) to use. Popular choices
are known as single-linkage clustering (the minimum of
object distances), complete linkage clustering (the maxi-
mum of object distances) or UPGMA (“Unweighted Pair
Group Method with Arithmetic Mean”, also known as av-
erage linkage clustering). Furthermore, hierarchical clus-
tering can be agglomerative (starting with single elements
and aggregating them into clusters) or divisive (starting
with the complete data set and dividing it into partitions).

These methods will not produce a unique partitioning of
the data set, but a hierarchy from which the user still
needs to choose appropriate clusters. They are not very
robust towards outliers, which will either show up as ad-
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ditional clusters or even cause other clusters to merge
(known as “chaining phenomenon”, in particular with
single-linkage clustering). In the general case, the com-
plexity is O(n?3) , which makes them too slow for large
data sets. For some special cases, optimal efficient meth-
ods (of complexity O(n?) ) are known: SLINK!! for
single-linkage and CLINK!®! for complete-linkage clus-
tering. In the data mining community these methods are
recognized as a theoretical foundation of cluster analysis,
but often considered obsolete. They did however provide
inspiration for many later methods such as density based
clustering.

e Linkage clustering examples

o Single-linkage on Gaussian data. At 35 clusters, the
biggest cluster starts fragmenting into smaller parts,
while before it was still connected to the second
largest due to the single-link effect.

o Single-linkage on density-based clusters. 20 clusters
extracted, most of which contain single elements,
since linkage clustering does not have a notion of
“noise”.

4.2.2 Centroid-based clustering

Main article: k-means clustering

In centroid-based clustering, clusters are represented by
a central vector, which may not necessarily be a mem-
ber of the data set. When the number of clusters is fixed
to k, k-means clustering gives a formal definition as an
optimization problem: find the % cluster centers and as-
sign the objects to the nearest cluster center, such that the
squared distances from the cluster are minimized.

The optimization problem itself is known to be NP-hard,
and thus the common approach is to search only for ap-
proximate solutions. A particularly well known approxi-
mative method is Lloyd’s algorithm,”! often actually re-
ferred to as "k-means algorithm". It does however only
find a local optimum, and is commonly run multiple times
with different random initializations. Variations of k-
means often include such optimizations as choosing the
best of multiple runs, but also restricting the centroids to
members of the data set (k-medoids), choosing medians
(k-medians clustering), choosing the initial centers less
randomly (K-means++) or allowing a fuzzy cluster as-
signment (Fuzzy c-means).

Most k-means-type algorithms require the number of
clusters - k - to be specified in advance, which is con-
sidered to be one of the biggest drawbacks of these al-
gorithms. Furthermore, the algorithms prefer clusters of
approximately similar size, as they will always assign an
object to the nearest centroid. This often leads to incor-
rectly cut borders in between of clusters (which is not sur-
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prising, as the algorithm optimized cluster centers, not
cluster borders).

K-means has a number of interesting theoretical prop-
erties. On the one hand, it partitions the data space
into a structure known as a Voronoi diagram. On the
other hand, it is conceptually close to nearest neighbor
classification, and as such is popular in machine learn-
ing. Third, it can be seen as a variation of model based
classification, and Lloyd’s algorithm as a variation of the
Expectation-maximization algorithm for this model dis-
cussed below.

e k-Means clustering examples

e K-means separates data into Voronoi-cells, which
assumes equal-sized clusters (not adequate here)

e K-means cannot represent density-based clusters

4.2.3 Distribution-based clustering

The clustering model most closely related to statistics is
based on distribution models. Clusters can then easily be
defined as objects belonging most likely to the same dis-
tribution. A convenient property of this approach is that
this closely resembles the way artificial data sets are gen-
erated: by sampling random objects from a distribution.

While the theoretical foundation of these methods is
excellent, they suffer from one key problem known as
overfitting, unless constraints are put on the model com-
plexity. A more complex model will usually be able to
explain the data better, which makes choosing the appro-
priate model complexity inherently difficult.

One prominent method is known as Gaussian mixture
models (using the expectation-maximization algorithm).
Here, the data set is usually modelled with a fixed (to
avoid overfitting) number of Gaussian distributions that
are initialized randomly and whose parameters are iter-
atively optimized to fit better to the data set. This will
converge to a local optimum, so multiple runs may pro-
duce different results. In order to obtain a hard clustering,
objects are often then assigned to the Gaussian distribu-
tion they most likely belong to; for soft clusterings, this is
not necessary.

Distribution-based clustering produces complex models
for clusters that can capture correlation and dependence
between attributes. However, these algorithms put an ex-
tra burden on the user: for many real data sets, there may
be no concisely defined mathematical model (e.g. assum-
ing Gaussian distributions is a rather strong assumption
on the data).

e Expectation-Maximization (EM) clustering exam-
ples

e On Gaussian-distributed data, EM works well, since
it uses Gaussians for modelling clusters
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e Density-based clusters cannot be modeled using
Gaussian distributions

4.2.4 Density-based clustering
In density-based clustering,'®! clusters are defined as areas
of higher density than the remainder of the data set. Ob-
jects in these sparse areas - that are required to separate
clusters - are usually considered to be noise and border
points.

The most popular’® density based clustering method is
DBSCAN.!" In contrast to many newer methods, it
features a well-defined cluster model called “density-
reachability”. Similar to linkage based clustering, it is
based on connecting points within certain distance thresh-
olds. However, it only connects points that satisfy a den-
sity criterion, in the original variant defined as a minimum
number of other objects within this radius. A cluster con-
sists of all density-connected objects (which can form a
cluster of an arbitrary shape, in contrast to many other
methods) plus all objects that are within these objects’
range. Another interesting property of DBSCAN is that
its complexity is fairly low - it requires a linear number
of range queries on the database - and that it will dis-
cover essentially the same results (it is deterministic for
core and noise points, but not for border points) in each
run, therefore there is no need to run it multiple times.
OPTICS!"! is a generalization of DBSCAN that removes
the need to choose an appropriate value for the range pa-
rameter € , and produces a hierarchical result related to
that of linkage clustering. DeLi-Clu,"?! Density-Link-
Clustering combines ideas from single-linkage clustering
and OPTICS, eliminating the € parameter entirely and of -
fering performance improvements over OPTICS by using
an R-tree index.

The key drawback of DBSCAN and OPTICS is that they
expect some kind of density drop to detect cluster bor-
ders. Moreover, they cannot detect intrinsic cluster struc-
tures which are prevalent in the majority of real life data.
A variation of DBSCAN, EnDBSCAN, '3 efficiently de-
tects such kinds of structures. On data sets with, for ex-
ample, overlapping Gaussian distributions - a common
use case in artificial data - the cluster borders produced
by these algorithms will often look arbitrary, because
the cluster density decreases continuously. On a data set
consisting of mixtures of Gaussians, these algorithms are
nearly always outperformed by methods such as EM clus-
tering that are able to precisely model this kind of data.

Mean-shift is a clustering approach where each object is
moved to the densest area in its vicinity, based on kernel
density estimation. Eventually, objects converge to local
maxima of density. Similar to k-means clustering, these
“density attractors” can serve as representatives for the
data set, but mean-shift can detect arbitrary-shaped clus-
ters similar to DBSCAN. Due to the expensive iterative
procedure and density estimation, mean-shift is usually
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slower than DBSCAN or k-Means.

e Density-based clustering examples
e Density-based clustering with DBSCAN.

e DBSCAN assumes clusters of similar density, and
may have problems separating nearby clusters

e OPTICS isa DBSCAN variant that handles different
densities much better

4.2.5 Recent developments

In recent years considerable effort has been put into im-
proving the performance of existing algorithms.141115]
Among them are CLARANS (Ng and Han, 1994),1161 and
BIRCH (Zhang et al., 1996).I'7] With the recent need to
process larger and larger data sets (also known as big
data), the willingness to trade semantic meaning of the
generated clusters for performance has been increasing.
This led to the development of pre-clustering methods
such as canopy clustering, which can process huge data
sets efficiently, but the resulting “clusters” are merely a
rough pre-partitioning of the data set to then analyze the
partitions with existing slower methods such as k-means
clustering. Various other approaches to clustering have
been tried such as seed based clustering.!'8!

For high-dimensional data, many of the existing meth-
ods fail due to the curse of dimensionality, which ren-
ders particular distance functions problematic in high-
dimensional spaces. This led to new clustering algorithms
for high-dimensional data that focus on subspace clus-
tering (where only some attributes are used, and cluster
models include the relevant attributes for the cluster) and
correlation clustering that also looks for arbitrary rotated
(“correlated”) subspace clusters that can be modeled by
giving a correlation of their attributes. Examples for such
clustering algorithms are CLIQUE!®! and SUBCLU.?"

Ideas from density-based clustering methods (in partic-
ular the DBSCAN/OPTICS family of algorithms) have
been adopted to subspace clustering (HiSC,?!! hierar-
chical subspace clustering and DiSH???) and correlation
clustering (HiCO,!3] hierarchical correlation clustering,
4C?4 using “correlation connectivity” and ERiC!*! ex-
ploring hierarchical density-based correlation clusters).

Several different clustering systems based on mutual in-
formation have been proposed. One is Marina Meild's
variation of information metric;*®! another provides hi-
erarchical clustering.!*”! Using genetic algorithms, a wide
range of different fit-functions can be optimized, includ-
ing mutual information.®! Also message passing algo-
rithms, a recent development in Computer Science and
Statistical Physics, has led to the creation of new types of
clustering algorithms.!>!
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4.2.6 Other methods

e Basic sequential algorithmic scheme (BSAS)

4.3 Evaluation and assessment

Evaluation of clustering results sometimes is referred to
as cluster validation.

There have been several suggestions for a measure of sim-
ilarity between two clusterings. Such a measure can be
used to compare how well different data clustering al-
gorithms perform on a set of data. These measures are
usually tied to the type of criterion being considered in
assessing the quality of a clustering method.

4.3.1 Internal evaluation

When a clustering result is evaluated based on the data
that was clustered itself, this is called internal evaluation.
These methods usually assign the best score to the algo-
rithm that produces clusters with high similarity within a
cluster and low similarity between clusters. One draw-
back of using internal criteria in cluster evaluation is that
high scores on an internal measure do not necessarily re-
sult in effective information retrieval applications.*"! Ad-
ditionally, this evaluation is biased towards algorithms
that use the same cluster model. For example k-Means
clustering naturally optimizes object distances, and a
distance-based internal criterion will likely overrate the
resulting clustering.

Therefore, the internal evaluation measures are best
suited to get some insight into situations where one al-
gorithm performs better than another, but this shall not
imply that one algorithm produces more valid results than
another.! Validity as measured by such an index depends
on the claim that this kind of structure exists in the data
set. An algorithm designed for some kind of models has
no chance if the data set contains a radically different set
of models, or if the evaluation measures a radically dif-
ferent criterion. For example, k-means clustering can
only find convex clusters, and many evaluation indexes
assume convex clusters. On a data set with non-convex
clusters neither the use of k-means, nor of an evaluation
criterion that assumes convexity, is sound.

The following methods can be used to assess the quality
of clustering algorithms based on internal criterion:
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tance of all elements in cluster x to centroid
¢y » and d(c;, ¢;) is the distance between cen-
troids ¢; and ¢; . Since algorithms that pro-
duce clusters with low intra-cluster distances
(high intra-cluster similarity) and high inter-
cluster distances (low inter-cluster similarity)
will have a low Davies—Bouldin index, the clus-
tering algorithm that produces a collection of
clusters with the smallest Davies—Bouldin in-
dex is considered the best algorithm based on
this criterion.

Dunn index

The Dunn index aims to identify dense and
well-separated clusters. It is defined as the ratio
between the minimal inter-cluster distance to
maximal intra-cluster distance. For each clus-
ter partition, the Dunn index can be calculated
by the following formula:3!}

where d(i,j) represents the distance between
clusters i and j, and d '(k) measures the intra-
cluster distance of cluster k. The inter-cluster
distance d(i,j) between two clusters may be
any number of distance measures, such as the
distance between the centroids of the clusters.
Similarly, the intra-cluster distance d '(k) may
be measured in a variety ways, such as the max-
imal distance between any pair of elements in
cluster k. Since internal criterion seek clusters
with high intra-cluster similarity and low inter-
cluster similarity, algorithms that produce clus-
ters with high Dunn index are more desirable.

Silhouette coefficient

The silhouette coefficient contrasts the average
distance to elements in the same cluster with
the average distance to elements in other clus-
ters. Objects with a high silhouette value are
considered well clustered, objects with a low
value may be outliers. This index works well
with k-means clustering, and is also used to de-
termine the optimal number of clusters.

e Davies—Bouldin index

The Davies—Bouldin index can be calculated by
the following formula:

1 n oi+0o;
DB = >  max;; (d(ci,cj))
where n is the number of clusters, ¢, is the
centroid of cluster x , o, is the average dis-

4.3.2 External evaluation

In external evaluation, clustering results are evaluated
based on data that was not used for clustering, such
as known class labels and external benchmarks. Such
benchmarks consist of a set of pre-classified items, and
these sets are often created by human (experts). Thus, the
benchmark sets can be thought of as a gold standard for
evaluation. These types of evaluation methods measure
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how close the clustering is to the predetermined bench-
mark classes. However, it has recently been discussed
whether this is adequate for real data, or only on syn-
thetic data sets with a factual ground truth, since classes
can contain internal structure, the attributes present may
not allow separation of clusters or the classes may contain
anomalies.!*?! Additionally, from a knowledge discovery
point of view, the reproduction of known knowledge may
not necessarily be the intended result.!>!

A number of measures are adapted from variants used
to evaluate classification tasks. In place of counting the
number of times a class was correctly assigned to a sin-
gle data point (known as true positives), such pair count-
ing metrics assess whether each pair of data points that
is truly in the same cluster is predicted to be in the same
cluster.

Some of the measures of quality of a cluster algorithm
using external criterion include:

¢ Rand measure (William M. Rand 1971)133!

The Rand index computes how similar the clus-
ters (returned by the clustering algorithm) are
to the benchmark classifications. One can also
view the Rand index as a measure of the per-
centage of correct decisions made by the algo-
rithm. It can be computed using the following
formula:

RI— — TPETN __
~ TP+FP+FN+TN

where TP is the number of true positives, TN
is the number of true negatives, F'P is the num-
ber of false positives, and F'N is the number
of false negatives. One issue with the Rand in-
dex is that false positives and false negatives are
equally weighted. This may be an undesirable
characteristic for some clustering applications.
The F-measure addresses this concern, as does
the chance-corrected adjusted Rand index.

o F-measure

The F-measure can be used to balance the con-
tribution of false negatives by weighting recall
through a parameter 5 > 0. Let precision and
recall be defined as follows:

_ _TP
P= 1prrp
_ _ TP
R=7pipn

where P is the precision rate and R is the recall
rate. We can calculate the F-measure by using
the following formula:3"!

Fg = (Bﬁ;l#

Notice that when 8 = 0, Fy = P . In other
words, recall has no impact on the F-measure

when S = 0, and increasing ( allocates an in-
creasing amount of weight to recall in the final
F-measure.

Jaccard index

The Jaccard index is used to quantify the simi-
larity between two datasets. The Jaccard index
takes on a value between 0 and 1. An index of
1 means that the two dataset are identical, and
an index of O indicates that the datasets have
no common elements. The Jaccard index is de-
fined by the following formula:

J(A,B) ‘AHB‘ _ TP

= JAUB| = TP+FP+FN

This is simply the number of unique elements
common to both sets divided by the total num-
ber of unique elements in both sets.
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Fowlkes—Mallows index (E. B. Fowlkes & C. L.

Mallows 1983)[34

The Fowlkes-Mallows index computes the sim-
ilarity between the clusters returned by the
clustering algorithm and the benchmark classi-
fications. The higher the value of the Fowlkes-
Mallows index the more similar the clusters
and the benchmark classifications are. It can
be computed using the following formula:

TP
FM = \/TP+FP TP+FN

where T'P is the number of true positives, F'P
is the number of false positives, and F'N is the
number of false negatives. The F'M index is
the geometric mean of the precision and recall
P and R , while the F-measure is their har-
monic mean.'®! Moreover, precision and recall

are also known as Wallace’s indices B! and
BIT 136]

The Mutual Information is an information theo-
retic measure of how much information is shared
between a clustering and a ground-truth classifica-
tion that can detect a non-linear similarity between
two clusterings. Adjusted mutual information is the
corrected-for-chance variant of this that has a re-

duced bias for varying cluster numbers.

Confusion matrix

A confusion matrix can be used to quickly vi-
sualize the results of a classification (or cluster-
ing) algorithm. It shows how different a cluster
is from the gold standard cluster.
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4.4 Applications
4.5 See also

4.5.1 Specialized types of cluster analysis

. Others
Social science
Computer science

World wide web
Business and marketing

. Medicine . .. .
Biology, computational biology and bioinformatics

Plant and animal ecologycluster analysis is used to
describe and to make spatial and temporal com-
parisons of communities (assemblages) of or-
ganisms in heterogeneous environments; it is
also used in plant systematics to generate artifi-
cial phylogenies or clusters of organisms (indi-
viduals) at the species, genus or higher level that
share a number of attributes

Transcriptomicsclustering is used to build groups
of genes with related expression patterns (also
known as coexpressed genes). Often such
groups contain functionally related proteins,
such as enzymes for a specific pathway, or genes
that are co-regulated. High throughput exper-
iments using expressed sequence tags (ESTs) Medical imaging
or DNA microarrays can be a powerful tool
for genome annotation, a general aspect of
genomics.

Sequence analysisclustering is used to group homol-
ogous sequences into gene families. This is a
very important concept in bioinformatics, and
evolutionary biology in general. See evolution
by gene duplication.

High-throughput genotyping platformsclustering al-
gorithms are used to automatically assign geno- Market research

types.

Human genetic clusteringThe similarity of genetic
data is used in clustering to infer population

structures. .
On PET scans, cluster analysis can be used to

differentiate between different types of tissue

and blood in a three-dimensional image. In this

application, actual position does not matter, Social network analysis
but the voxel intensity is considered as a vector,

with a dimension for each image that was taken

over time. This technique allows, for example,

accurate measurement of the rate a radioactive

tracer is delivered to the area of interest,

without a separate sampling of arterial blood,

an intrusive technique that is most common Software evolution
today.

Analysis of antimicrobial activityCluster ~ analysis
can be used to analyse patterns of antibiotic
resistance, to classify antimicrobial compounds
according to their mechanism of action, to clas-
sify antibiotics according to their antibacterial
activity.

IMRT segmentationClustering can be used to divide
a fluence map into distinct regions for conver-
sion into deliverable fields in MLC-based Radi-

X Crime analysis
ation Therapyv. Yy
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Clustering high-dimensional data
e Conceptual clustering
e Consensus clustering
e Constrained clustering
e Data stream clustering
e Sequence clustering

e Spectral clustering

4.5.2 Techniques used in cluster analysis
e Artificial neural network (ANN)

e Nearest neighbor search

e Neighbourhood components analysis

e Latent class analysis

4.5.3 Data projection and preprocessing

e Dimension reduction
e Principal component analysis

e Multidimensional scaling

4.5.4 Other

o Cluster-weighted modeling

Curse of dimensionality
e Determining the number of clusters in a data set

e Parallel coordinates

Structured data analysis
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Chapter 5

Anomaly detection

In data mining, anomaly detection (or outlier detec-
tion) is the identification of items, events or observations
which do not conform to an expected pattern or other
items in a dataset.!'! Typically the anomalous items will
translate to some kind of problem such as bank fraud, a
structural defect, medical problems or finding errors in
text. Anomalies are also referred to as outliers, novelties,
noise, deviations and exceptions.?!

In particular in the context of abuse and network intru-
sion detection, the interesting objects are often not rare
objects, but unexpected bursts in activity. This pattern
does not adhere to the common statistical definition of an
outlier as a rare object, and many outlier detection meth-
ods (in particular unsupervised methods) will fail on such
data, unless it has been aggregated appropriately. Instead,
a cluster analysis algorithm may be able to detect the mi-
cro clusters formed by these patterns.!

Three broad categories of anomaly detection techniques
exist. Unsupervised anomaly detection techniques de-
tect anomalies in an unlabeled test data set under the as-
sumption that the majority of the instances in the data set
are normal by looking for instances that seem to fit least
to the remainder of the data set. Supervised anomaly
detection techniques require a data set that has been la-
beled as “normal” and “abnormal” and involves training a
classifier (the key difference to many other statistical clas-
sification problems is the inherent unbalanced nature of
outlier detection). Semi-supervised anomaly detection
techniques construct a model representing normal behav-
ior from a given normal training data set, and then testing
the likelihood of a test instance to be generated by the
learnt model.

5.1 Applications

Anomaly detection is applicable in a variety of domains,
such as intrusion detection, fraud detection, fault detec-
tion, system health monitoring, event detection in sensor
networks, and detecting Eco-system disturbances. It is
often used in preprocessing to remove anomalous data
from the dataset. In supervised learning, removing the
anomalous data from the dataset often results in a statis-
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tically significant increase in accuracy.15!

5.2 Popular techniques

Several anomaly detection techniques have been pro-
posed in literature. Some of the popular techniques are:

Density-based  techniques  (k-nearest neigh-
bor, P17 1ocal outlier factor,®! and many more
variations of this concept!!).

Subspace-!'"! and correlation-based ['?! outlier de-
tection for high-dimensional data.[!’!

One class support vector machines.['4!
Replicator neural networks.
Cluster analysis based outlier detection.!!!

Deviations from association rules and frequent item-
sets.

Fuzzy logic based outlier detection.

Ensemble techniques, using feature bagging,!'¢[17!
score normalization!'8!"°! and different sources of
diversity.201121]

5.3 Application to data security

Anomaly detection was proposed for Intrusion detection
systems (IDS) by Dorothy Denning in 1986.1?2! Anomaly
detection for IDS is normally accomplished with thresh-
olds and statistics, but can also be done with Soft com-
puting, and inductive learning.®* Types of statistics pro-
posed by 1999 included profiles of users, workstations,
networks, remote hosts, groups of users, and programs
based on frequencies, means, variances, covariances, and
standard deviations.!”*! The counterpart of anomaly de-
tection in intrusion detection is misuse detection.
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5.4 Software

ELKI is an open-source Java data mining toolkit that
contains several anomaly detection algorithms, as
well as index acceleration for them.

5.5 See also

Outliers in statistics
Change detection

Novelty detection
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Chapter 6

Association rule learning

Association rule learning is a popular and well re-
searched method for discovering interesting relations be-
tween variables in large databases. It is intended to iden-
tify strong rules discovered in databases using different
measures of interestingness.!'! Based on the concept of
strong rules, Rakesh Agrawal et al.”! introduced associ-
ation rules for discovering regularities between products
in large-scale transaction data recorded by point-of-sale
(POS) systems in supermarkets. For example, the rule
{onions, potatoes} = {burger} found in the sales data
of a supermarket would indicate that if a customer buys
onions and potatoes together, they are likely to also buy
hamburger meat. Such information can be used as the ba-
sis for decisions about marketing activities such as, e.g.,
promotional pricing or product placements. In addition
to the above example from market basket analysis as-
sociation rules are employed today in many application
areas including Web usage mining, intrusion detection,
Continuous production, and bioinformatics. In contrast
with sequence mining, association rule learning typically
does not consider the order of items either within a trans-
action or across transactions.

6.1 Definition

Following the original definition by Agrawal et al.”?! the
problem of association rule mining is defined as: Let
I ={iy,42,...,i,} be aset of n binary attributes called
items. Let D = {t1,ta,...,t,,} be a set of transactions
called the database. Each transaction in D has a unique
transaction ID and contains a subset of the items in [ .
A rule is defined as an implication of the form X = Y
where X, Y C I'and X NY = (). The sets of items (for
short itemsets) X and Y are called antecedent (left-hand-
side or LHS) and consequent (right-hand-side or RHS) of
the rule respectively.

To illustrate the concepts, we use a small example from
the supermarket domain. The set of items is I
{milk, bread, butter, beer, diapers} and in the table to the
right is shown a small database containing the items (1
codes presence and 0 codes absence of an item in a trans-
action). An example rule for the supermarket could be
{butter, bread} =- {milk} meaning that if butter and

40

bread are bought, customers also buy milk.

Note: this example is extremely small. In practical appli-
cations, a rule needs a support of several hundred transac-
tions before it can be considered statistically significant,
and datasets often contain thousands or millions of trans-
actions.

6.2 Useful Concepts

To select interesting rules from the set of all possible
rules, constraints on various measures of significance and
interest can be used. The best-known constraints are min-
imum thresholds on support and confidence.

e The support supp(X) of an itemset X is defined
as the proportion of transactions in the database
which contain the itemset. In the example database,
the itemset {milk, bread, butter} has a support of
1/5 = 0.2 since it occurs in 20% of all transactions
(1 out of 5 transactions). The argument of supp()
is a set of preconditions, and thus becomes more re-
strictive as it grows (instead of more inclusive).

The confidence of a rule is defined as conf(X =
Y) = supp(X UY)/supp(X) . For example, the
rule {butter, bread} = {milk} has a confidence of
0.2/0.2 = 1.0 in the database, which means that
for 100% of the transactions containing butter and
bread the rule is correct (100% of the times a cus-
tomer buys butter and bread, milk is bought as well).
Note that supp(X U Y') means the support of the
union of the items in X and Y. This is somewhat con-
fusing since we normally think in terms of probabil-
ities of events and not sets of items. We can rewrite
supp(X UY) as the joint probability P(Ex N Ey)
, where F'x and Fy are the events that a transac-
tion contains itemset X or Y, respectively.l*! Thus
confidence can be interpreted as an estimate of the
conditional probability P(FEy |Ex) , the probability
of finding the RHS of the rule in transactions under
the condition that these transactions also contain the
LHS.#


https://en.wikipedia.org/wiki/Point-of-sale
https://en.wikipedia.org/wiki/Pricing
https://en.wikipedia.org/wiki/Product_placement
https://en.wikipedia.org/wiki/Market_basket_analysis
https://en.wikipedia.org/wiki/Web_usage_mining
https://en.wikipedia.org/wiki/Intrusion_detection
https://en.wikipedia.org/wiki/Continuous_production
https://en.wikipedia.org/wiki/Bioinformatics
https://en.wikipedia.org/wiki/Sequence_mining
https://en.wikipedia.org/wiki/Event_(probability_theory)

6.4. HISTORY

e The /ift of a rule is defined as lift((X = Y) =

supp(XUY) . ~
Spp(X) xsupp () OF the ratio of the observed sup

port to that expected if X and Y were independent.
The rule {milk, bread} = {butter} has a lift of
osed =125,

e The conviction of a rule is defined as conv(X =

1—supp(Y .

Y) = Wi&(:}% . The rule {l’nllk7 bread} =
1-0.4

= 1.2, and

{butter} has a conviction of F—x
can be interpreted as the ratio of the expected fre-
quency that X occurs without Y (that is to say, the
frequency that the rule makes an incorrect predic-
tion) if X and Y were independent divided by the
observed frequency of incorrect predictions. In this
example, the conviction value of 1.2 shows that the
rule {milk, bread} = {butter} would be incorrect
20% more often (1.2 times as often) if the associa-
tion between X and Y was purely random chance.

6.3 Process

Frequent itemset lattice, where the color of the box indicates how
many transactions contain the combination of items. Note that
lower levels of the lattice can contain at most the minimum num-
ber of their parents’ items; e.g. {ac} can have only at most
min(a,c) items. This is called the downward-closure prop-
erty.[Z]

Association rules are usually required to satisfy a user-
specified minimum support and a user-specified mini-
mum confidence at the same time. Association rule gen-
eration is usually split up into two separate steps:

1. First, minimum support is applied to find all frequent
itemsets in a database.

2. Second, these frequent itemsets and the minimum
confidence constraint are used to form rules.

While the second step is straightforward, the first step
needs more attention.

Finding all frequent itemsets in a database is difficult
since it involves searching all possible itemsets (item
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combinations). The set of possible itemsets is the power
set over I and has size 2" — 1 (excluding the empty
set which is not a valid itemset). Although the size
of the powerset grows exponentially in the number of
items n in I , efficient search is possible using the
downward-closure property of support®!l®! (also called
anti-monotonicity®!) which guarantees that for a frequent
itemset, all its subsets are also frequent and thus for an
infrequent itemset, all its supersets must also be infre-
quent. Exploiting this property, efficient algorithms (e.g.,
Aprioril”l and Eclat!®') can find all frequent itemsets.

6.4 History

The concept of association rules was popularised particu-
larly due to the 1993 article of Agrawal et al.,””! which has
acquired more than 6000 citations according to Google
Scholar, as of March 2008, and is thus one of the most
cited papers in the Data Mining field. However, it is pos-
sible that what is now called “association rules” is similar
to what appears in the 1966 paper!®! on GUHA, a general
data mining method developed by Petr Hijek et al.[!”!

6.5 Alternative measures of inter-
estingness

In addition to confidence, other measures of interesting-
ness for rules have been proposed. Some popular mea-
sures are:

e All-confidence!!!!
[12]

e Collective strength

Conviction!!3!

o Leverage!!4

Lift (originally called interest)!!>!

A definition of these measures can be found here. Sev-
eral more measures are presented and compared by Tan
et al.l'8! Looking for techniques that can model what the
user has known (and using these models as interestingness
measures) is currently an active research trend under the
name of “Subjective Interestingness.”

6.6 Statistically sound associations

One limitation of the standard approach to discovering
associations is that by searching massive numbers of pos-
sible associations to look for collections of items that
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appear to be associated, there is a large risk of find-
ing many spurious associations. These are collections
of items that co-occur with unexpected frequency in the
data, but only do so by chance. For example, sup-
pose we are considering a collection of 10,000 items
and looking for rules containing two items in the left-
hand-side and 1 item in the right-hand-side. There are
approximately 1,000,000,000,000 such rules. If we ap-
ply a statistical test for independence with a significance
level of 0.05 it means there is only a 5% chance of ac-
cepting a rule if there is no association. If we assume
there are no associations, we should nonetheless expect
to find 50,000,000,000 rules. Statistically sound associ-
ation discovery!!”!'8! controls this risk, in most cases re-
ducing the risk of finding any spurious associations to a
user-specified significance level.

6.7 Algorithms

Many algorithms for generating association rules were
presented over time.

Some well known algorithms are Apriori, Eclat and FP-
Growth, but they only do half the job, since they are algo-
rithms for mining frequent itemsets. Another step needs
to be done after to generate rules from frequent itemsets
found in a database.

6.7.1 Apriori algorithm

Main article: Apriori algorithm

Aprioril’! is the best-known algorithm to mine associa-
tion rules. It uses a breadth-first search strategy to count
the support of itemsets and uses a candidate generation
function which exploits the downward closure property
of support.

6.7.2 Eclat algorithm

Eclatl®! (alt. ECLAT, stands for Equivalence Class Trans-
formation) is a depth-first search algorithm using set in-
tersection. It is a naturally elegant algorithm suitable for
both sequential as well as parallel execution with local-
ity enhancing properties. It was first introduced by Zaki,
Parthasarathy, Li and Ogihara in a series of papers writ-
ten in 1997.

Mohammed Javeed Zaki, Srinivasan Parthasarathy, Wei
Li: A Localized Algorithm for Parallel Association Min-
ing. SPAA 1997: 321-330

Mohammed Javeed Zaki, Srinivasan Parthasarathy, Mit-
sunori Ogihara, Wei Li: Parallel Algorithms for Discov-
ery of Association Rules. Data Min. Knowl. Discov.
1(4): 343-373 (1997)
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6.7.3 FP-growth algorithm

FP stands for frequent pattern.

In the first pass, the algorithm counts occurrence of items
(attribute-value pairs) in the dataset, and stores them to
'header table'. In the second pass, it builds the FP-tree
structure by inserting instances. Items in each instance
have to be sorted by descending order of their frequency
in the dataset, so that the tree can be processed quickly.
Items in each instance that do not meet minimum cover-
age threshold are discarded. If many instances share most
frequent items, FP-tree provides high compression close
to tree root.

Recursive processing of this compressed version of main
dataset grows large item sets directly, instead of gener-
ating candidate items and testing them against the entire
database. Growth starts from the bottom of the header
table (having longest branches), by finding all instances
matching given condition. New tree is created, with
counts projected from the original tree corresponding to
the set of instances that are conditional on the attribute,
with each node getting sum of its children counts. Recur-
sive growth ends when no individual items conditional on
the attribute meet minimum support threshold, and pro-
cessing continues on the remaining header items of the
original FP-tree.

Once the recursive process has completed, all large item
sets with minimum coverage have been found, and asso-
ciation rule creation begins.!"!

6.7.4 Others
AprioriDP

AprioriDP?"! utilizes Dynamic Programming in Fre-
quent itemset mining. The working principle is to elim-
inate the candidate generation like FP-tree, but it stores
support count in specialized data structure instead of tree.

Context Based Association Rule Mining Algorithm

Main article: Context Based Association Rules

CBPNARM is the newly developed algorithm which is
developed in 2013 to mine association rules on the basis
of context. It uses context variable on the basis of which
the support of an itemset is changed on the basis of which
the rules are finally populated to the rule set.

Node-set-based algorithms
FIN,?! PrePost 22! and PPV 23] are three algorithms

based on node sets. They use nodes in a coding FP-tree to
represent itemsets, and employ a depth-first search strat-
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egy to discovery frequent itemsets using “intersection” of
node sets.

GUHA procedure ASSOC

GUHA is a general method for exploratory data analy-
sis that has theoretical foundations in observational cal-
culi.?4

The ASSOC procedure!®! is a GUHA method which
mines for generalized association rules using fast
bitstrings operations. The association rules mined by this
method are more general than those output by apriori, for
example “items” can be connected both with conjunction
and disjunctions and the relation between antecedent and
consequent of the rule is not restricted to setting mini-
mum support and confidence as in apriori: an arbitrary
combination of supported interest measures can be used.

OPUS search

OPUS is an efficient algorithm for rule discovery that,
in contrast to most alternatives, does not require either
monotone or anti-monotone constraints such as mini-
mum support.?®! Initially used to find rules for a fixed
consequent!?01(27] it has subsequently been extended to
find rules with any item as a consequent.!*8! OPUS search
is the core technology in the popular Magnum Opus as-
sociation discovery system.

6.8 Lore

A famous story about association rule mining is the “beer
and diaper” story. A purported survey of behavior of su-
permarket shoppers discovered that customers (presum-
ably young men) who buy diapers tend also to buy beer.
This anecdote became popular as an example of how un-
expected association rules might be found from everyday
data. There are varying opinions as to how much of the
story is true.!*”! Daniel Powers says:*!

In 1992, Thomas Blischok, manager of a
retail consulting group at Teradata, and his staff
prepared an analysis of 1.2 million market bas-
kets from about 25 Osco Drug stores. Database
queries were developed to identify affinities.
The analysis “did discover that between 5:00
and 7:00 p.m. that consumers bought beer and
diapers”. Osco managers did NOT exploit the
beer and diapers relationship by moving the
products closer together on the shelves.
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6.9 Other types of association min-
ing

Multi-Relation Association Rules: Multi-Relation As-
sociation Rules (MRAR) is a new class of association
rules which in contrast to primitive, simple and even
multi-relational association rules (that are usually ex-
tracted from multi-relational databases), each rule item
consists of one entity but several relations. These rela-
tions indicate indirect relationship between the entities.
Consider the following MRAR where the first item con-
sists of three relations live in, nearby and humid: “Those
who live in a place which is near by a city with humid
climate type and also are younger than 20 -> their health
condition is good”. Such association rules are extractable
from RDBMS data or semantic web data.*"!

Context Based Association Rules is a form of asso-
ciation rule. Context Based Association Rules claims
more accuracy in association rule mining by considering
a hidden variable named context variable which changes
the final set of association rules depending upon the value
of context variables. For example the baskets orientation
in market basket analysis reflects an odd pattern in the
early days of month.This might be because of abnormal
context i.e. salary is drawn at the start of the month B!

Contrast set learning is a form of associative learning.
Contrast set learners use rules that differ meaningfully
in their distribution across subsets.321(33!

Weighted class learning is another form of associative
learning in which weight may be assigned to classes to
give focus to a particular issue of concern for the con-
sumer of the data mining results.

High-order pattern discovery facilitate the capture of
high-order (polythetic) patterns or event associations that
are intrinsic to complex real-world data. 34!

K-optimal pattern discovery provides an alternative to
the standard approach to association rule learning that re-
quires that each pattern appear frequently in the data.

Approximate Frequent Itemset mining is a relaxed ver-
sion of Frequent Itemset mining that allows some of the
items in some of the rows to be 0.1

Generalized Association Rules hierarchical taxonomy
(concept hierarchy)

Quantitative Association Rules categorical and quanti-
tative data 36!

Interval Data Association Rules e.g. partition the age
into 5-year-increment ranged

Maximal Association Rules

Sequential pattern mining discovers subsequences that
are common to more than minsup sequences in a se-
quence database, where minsup is set by the user. A se-
quence is an ordered list of transactions.!>”]
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Sequential Rules discovering relationships between
items while considering the time ordering. It is gener-
ally applied on a sequence database. For example, a se-
quential rule found in database of sequences of customer
transactions can be that customers who bought a com-
puter and CD-Roms, later bought a webcam, with a given
confidence and support.

Warmr is shipped as part of the ACE data mining suite.
It allows association rule learning for first order relational
rules.!8!

6.10 See also

e Sequence mining

e Production system
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6.12.1 Bibliographies

e Extensive Bibliography on Association Rules by
J.M. Luna

e Annotated Bibliography on Association Rules by M.
Hahsler

e Statsoft Electronic Statistics Textbook: Association
Rules by Dell Software

6.12.2 Implementations

Open-Source data-mining suites

e Christian Borgelt’s implementations of Apriori, FP-
Growth and Eclat written in C with Python bindings.

e ELKI includes Java implementations of Apriori,
Eclat and FPGrowth.

e Orange module orngAssoc.

e R package arules for mining association rules and
frequent itemsets.

e SPMF offers many open-source implementations
for association rule mining, itemset mining and se-
quential pattern mining.

e Weka, a collection of machine learning algorithms
for data mining tasks written in Java

Academic example code

e ARtool, GPL Java association rule mining applica-
tion with GUI, offering implementations of multi-
ple algorithms for discovery of frequent patterns and
extraction of association rules (includes Apriori and
FPgrowth, last updated 2002)

e Bart Goethals’ frequent pattern mining implementa-
tions

e Ferda Dataminer, an extensible visual data mining
platform, implements GUHA procedures ASSOC
and features multirelational data mining

e Frequent Itemset Mining Implementations Reposi-
tory (FIMI)

e Java implementations of association rule mining al-
gorithms by KDIS
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e Ruby implementation (AI4R)

e Zaki, Mohammed J.; Data Mining Software
Commercial offers
e KNIME, an open source workflow oriented data
preprocessing and analysis platform

e KXEN, a commercial Data Mining software

e LISp Miner, mines for generalized (GUHA) associ-
ation rules (uses bitstrings, not apriori algorithm)

e Magnum Opus, a system for statistically sound as-
sociation discovery

e RapidMiner, a Java data mining software suite

e STATISTICA, commercial statistics software with
an Association Rules module


http://ai4r.org/
http://www.cs.rpi.edu/~zaki/software/
https://en.wikipedia.org/wiki/KNIME
https://en.wikipedia.org/wiki/KXEN_Inc.
http://lispminer.vse.cz/
http://www.giwebb.com/
https://en.wikipedia.org/wiki/RapidMiner
https://en.wikipedia.org/wiki/STATISTICA

Chapter 7

Reinforcement learning

For reinforcement
Reinforcement.

learning in psychology, see

Reinforcement learning is an area of machine learn-
ing inspired by behaviorist psychology, concerned with
how software agents ought to take actions in an environ-
ment so as to maximize some notion of cumulative re-
ward. The problem, due to its generality, is studied in
many other disciplines, such as game theory, control the-
ory, operations research, information theory, simulation-
based optimization, multi-agent systems, swarm intelli-
gence, statistics, and genetic algorithms. In the opera-
tions research and control literature, the field where rein-
forcement learning methods are studied is called approxi-
mate dynamic programming. The problem has been stud-
ied in the theory of optimal control, though most stud-
ies are concerned with the existence of optimal solutions
and their characterization, and not with the learning or
approximation aspects. In economics and game theory,
reinforcement learning may be used to explain how equi-
librium may arise under bounded rationality.

In machine learning, the environment is typically formu-
lated as a Markov decision process (MDP) as many re-
inforcement learning algorithms for this context utilize
dynamic programming techniques. The main difference
between the classical techniques and reinforcement learn-
ing algorithms is that the latter do not need knowledge
about the MDP and they target large MDPs where exact
methods become infeasible.

Reinforcement learning differs from standard supervised
learning in that correct input/output pairs are never pre-
sented, nor sub-optimal actions explicitly corrected. Fur-
ther, there is a focus on on-line performance, which
involves finding a balance between exploration (of un-
charted territory) and exploitation (of current knowl-
edge). The exploration vs. exploitation trade-off in re-
inforcement learning has been most thoroughly studied
through the multi-armed bandit problem and in finite
MDPs.
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7.1 Introduction

The basic reinforcement learning model consists of :

. a set of environment states S ;
a set of actions A ;

rules of transitioning between states;

S

rules that determine the scalar immediate reward of
a transition; and

rules that describe what the agent observes.

The rules are often stochastic. The observation typically
involves the scalar immediate reward associated with the
last transition. In many works, the agent is also assumed
to observe the current environmental state, in which case
we talk about full observability, whereas in the opposing
case we talk about partial observability. Sometimes the
set of actions available to the agent is restricted (e.g., you
cannot spend more money than what you possess).

A reinforcement learning agent interacts with its environ-
ment in discrete time steps. At each time ¢ , the agent
receives an observation o, , which typically includes the
reward r; . It then chooses an action a; from the set of ac-
tions available, which is subsequently sent to the environ-
ment. The environment moves to a new state s; 1 and the
reward 7,1 associated with the transition (s, a;, Si41)
is determined. The goal of a reinforcement learning agent
is to collect as much reward as possible. The agent can
choose any action as a function of the history and it can
even randomize its action selection.

When the agent’s performance is compared to that of an
agent which acts optimally from the beginning, the dif-
ference in performance gives rise to the notion of regret.
Note that in order to act near optimally, the agent must
reason about the long term consequences of its actions:
In order to maximize my future income I had better go
to school now, although the immediate monetary reward
associated with this might be negative.

Thus, reinforcement learning is particularly well suited to
problems which include a long-term versus short-term re-
ward trade-off. It has been applied successfully to various
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problems, including robot control, elevator scheduling,
telecommunications, backgammon and checkers (Sutton
and Barto 1998, Chapter 11).

Two components make reinforcement learning power-
ful: The use of samples to optimize performance and the
use of function approximation to deal with large environ-
ments. Thanks to these two key components, reinforce-
ment learning can be used in large environments in any
of the following situations:

o A model of the environment is known, but an ana-
lytic solution is not available;

e Only a simulation model of the environment is given
(the subject of simulation-based optimization);!!!

e The only way to collect information about the envi-
ronment is by interacting with it.

The first two of these problems could be considered plan-
ning problems (since some form of the model is avail-
able), while the last one could be considered as a gen-
uine learning problem. However, under a reinforcement
learning methodology both planning problems would be
converted to machine learning problems.

7.2 Exploration

The reinforcement learning problem as described re-
quires clever exploration mechanisms. Randomly select-
ing actions, without reference to an estimated probability
distribution, is known to give rise to very poor perfor-
mance. The case of (small) finite MDPs is relatively well
understood by now. However, due to the lack of algo-
rithms that would provably scale well with the number
of states (or scale to problems with infinite state spaces),
in practice people resort to simple exploration methods.
One such method is € -greedy, when the agent chooses the
action that it believes has the best long-term effect with
probability 1 — e, and it chooses an action uniformly at
random, otherwise. Here, 0 < ¢ < 1 is a tuning pa-
rameter, which is sometimes changed, either according
to a fixed schedule (making the agent explore less as time
goes by), or adaptively based on some heuristics (Tokic
& Palm, 2011).

7.3 Algorithms for control learning

Even if the issue of exploration is disregarded and even
if the state was observable (which we assume from now
on), the problem remains to find out which actions are
good based on past experience.

CHAPTER 7. REINFORCEMENT LEARNING

7.3.1 Ciriterion of optimality

For simplicity, assume for a moment that the problem
studied is episodic, an episode ending when some ter-
minal state is reached. Assume further that no matter
what course of actions the agent takes, termination is
inevitable. Under some additional mild regularity con-
ditions the expectation of the total reward is then well-
defined, for any policy and any initial distribution over
the states. Here, a policy refers to a mapping that assigns
some probability distribution over the actions to all pos-
sible histories.

Given a fixed initial distribution g , we can thus assign the
expected return p” to policy 7 :

p™ = E[R|n],

where the random variable R denotes the refurn and is
defined by

—

R =

t=

Tt+1,

where ;1 is the reward received after the ¢ -th transition,
the initial state is sampled at random from g and actions
are selected by policy 7 . Here, N denotes the (random)
time when a terminal state is reached, i.e., the time when
the episode terminates.

In the case of non-episodic problems the return is often
discounted,

oo
t
R=> q're,
t=0

giving rise to the total expected discounted reward crite-
rion. Here 0 < v < 1 is the so-called discount-factor.
Since the undiscounted return is a special case of the dis-
counted return, from now on we will assume discounting.
Although this looks innocent enough, discounting is in
fact problematic if one cares about online performance.
This is because discounting makes the initial time steps
more important. Since a learning agent is likely to make
mistakes during the first few steps after its “life” starts, no
uninformed learning algorithm can achieve near-optimal
performance under discounting even if the class of en-
vironments is restricted to that of finite MDPs. (This
does not mean though that, given enough time, a learn-
ing agent cannot figure how to act near-optimally, if time
was restarted.)

The problem then is to specify an algorithm that can be
used to find a policy with maximum expected return.
From the theory of MDPs it is known that, without loss
of generality, the search can be restricted to the set of the
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7.3. ALGORITHMS FOR CONTROL LEARNING

so-called stationary policies. A policy is called station-
ary if the action-distribution returned by it depends only
on the last state visited (which is part of the observation
history of the agent, by our simplifying assumption). In
fact, the search can be further restricted to deterministic
stationary policies. A deterministic stationary policy is
one which deterministically selects actions based on the
current state. Since any such policy can be identified with
amapping from the set of states to the set of actions, these
policies can be identified with such mappings with no loss
of generality.

7.3.2 Brute force

The brute force approach entails the following two steps:

1. For each possible policy, sample returns while fol-
lowing it

2. Choose the policy with the largest expected return

One problem with this is that the number of policies can
be extremely large, or even infinite. Another is that vari-
ance of the returns might be large, in which case a large
number of samples will be required to accurately estimate
the return of each policy.

These problems can be ameliorated if we assume some
structure and perhaps allow samples generated from one
policy to influence the estimates made for another. The
two main approaches for achieving this are value function
estimation and direct policy search.

7.3.3 Value function approaches

Value function approaches attempt to find a policy that
maximizes the return by maintaining a set of estimates
of expected returns for some policy (usually either the
“current” or the optimal one).

These methods rely on the theory of MDPs, where op-
timality is defined in a sense which is stronger than the
above one: A policy is called optimal if it achieves the
best expected return from any initial state (i.e., initial dis-
tributions play no role in this definition). Again, one can
always find an optimal policy amongst stationary policies.

To define optimality in a formal manner, define the value
of a policy 7 by

V7 (s) = E[R]s, ],

where R stands for the random return associated with fol-
lowing 7 from the initial state s . Define V*(s) as the
maximum possible value of V™ (s) , where 7 is allowed
to change:
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V*(s) = 5171rp V7(s).

A policy which achieves these optimal values in each state
is called optimal. Clearly, a policy optimal in this strong
sense is also optimal in the sense that it maximizes the
expected return p™ , since p™ = E[V™(S)], where S is
a state randomly sampled from the distribution .

Although state-values suffice to define optimality, it will
prove to be useful to define action-values. Given a state s
, an action a and a policy 7 , the action-value of the pair
(s,a) under 7 is defined by

Q™ (s,a) = E[R|s,a, ],

where, now, R stands for the random return associated
with first taking action a in state s and following 7 , there-
after.

It is well-known from the theory of MDPs that if someone
gives us @ for an optimal policy, we can always choose
optimal actions (and thus act optimally) by simply choos-
ing the action with the highest value at each state. The
action-value function of such an optimal policy is called
the optimal action-value function and is denoted by Q* .
In summary, the knowledge of the optimal action-value
function alone suffices to know how to act optimally.

Assuming full knowledge of the MDP, there are two ba-
sic approaches to compute the optimal action-value func-
tion, value iteration and policy iteration. Both algorithms
compute a sequence of functions @y (k£ = 0,1,2,...,
) which converge to @* . Computing these functions
involves computing expectations over the whole state-
space, which is impractical for all, but the smallest (finite)
MDPs, never mind the case when the MDP is unknown.
In reinforcement learning methods the expectations are
approximated by averaging over samples and one uses
function approximation techniques to cope with the need
to represent value functions over large state-action spaces.

Monte Carlo methods

The simplest Monte Carlo methods can be used in an
algorithm that mimics policy iteration. Policy iteration
consists of two steps: policy evaluation and policy im-
provement. The Monte Carlo methods are used in the
policy evaluation step. In this step, given a stationary,
deterministic policy 7 , the goal is to compute the func-
tion values Q™ (s, a) (or a good approximation to them)
for all state-action pairs (s,a) . Assume (for simplic-
ity) that the MDP is finite and in fact a table representing
the action-values fits into the memory. Further, assume
that the problem is episodic and after each episode a new
one starts from some random initial state. Then, the esti-
mate of the value of a given state-action pair (s, a) can be
computed by simply averaging the sampled returns which
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originated from (s, a) over time. Given enough time, this
procedure can thus construct a precise estimate ) of the
action-value function Q™ . This finishes the description
of the policy evaluation step. In the policy improvement
step, as it is done in the standard policy iteration algo-
rithm, the next policy is obtained by computing a greedy
policy with respect to () : Given a state s , this new pol-
icy returns an action that maximizes Q(s, -) . In practice
one often avoids computing and storing the new policy,
but uses lazy evaluation to defer the computation of the
maximizing actions to when they are actually needed.

A few problems with this procedure are as follows:

e The procedure may waste too much time on evalu-
ating a suboptimal policy;

o It uses samples inefficiently in that a long trajectory
is used to improve the estimate only of the single
state-action pair that started the trajectory;

e When the returns along the trajectories have high
variance, convergence will be slow;

o It works in episodic problems only,

o It works in small, finite MDPs only.

Temporal difference methods

The first issue is easily corrected by allowing the proce-
dure to change the policy (at all, or at some states) before
the values settle. However good this sounds, this may be
dangerous as this might prevent convergence. Still, most
current algorithms implement this idea, giving rise to the
class of generalized policy iteration algorithm. We note in
passing that actor critic methods belong to this category.

The second issue can be corrected within the algorithm
by allowing trajectories to contribute to any state-action
pair in them. This may also help to some extent with
the third problem, although a better solution when returns
have high variance is to use Sutton's temporal difference
(TD) methods which are based on the recursive Bellman
equation. Note that the computation in TD methods can
be incremental (when after each transition the memory
is changed and the transition is thrown away), or batch
(when the transitions are collected and then the estimates
are computed once based on a large number of transi-
tions). Batch methods, a prime example of which is the
least-squares temporal difference method due to Bradtke
and Barto (1996), may use the information in the samples
better, whereas incremental methods are the only choice
when batch methods become infeasible due to their high
computational or memory complexity. In addition, there
exist methods that try to unify the advantages of the two
approaches. Methods based on temporal differences also
overcome the second but last issue.

In order to address the last issue mentioned in the previ-
ous section, function approximation methods are used. In
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linear function approximation one starts with a mapping
¢ that assigns a finite-dimensional vector to each state-
action pair. Then, the action values of a state-action pair
(s, a) are obtained by linearly combining the components
of ¢(s, a) with some weights 6

d
Q(Sva) = Zezd)z(sa a)

The algorithms then adjust the weights, instead of adjust-
ing the values associated with the individual state-action
pairs. However, linear function approximation is not the
only choice. More recently, methods based on ideas from
nonparametric statistics (which can be seen to construct
their own features) have been explored.

So far, the discussion was restricted to how policy iter-
ation can be used as a basis of the designing reinforce-
ment learning algorithms. Equally importantly, value it-
eration can also be used as a starting point, giving rise to
the Q-Learning algorithm (Watkins 1989) and its many
variants.

The problem with methods that use action-values is that
they may need highly precise estimates of the competing
action values, which can be hard to obtain when the re-
turns are noisy. Though this problem is mitigated to some
extent by temporal difference methods and if one uses
the so-called compatible function approximation method,
more work remains to be done to increase generality and
efficiency. Another problem specific to temporal differ-
ence methods comes from their reliance on the recursive
Bellman equation. Most temporal difference methods
have a so-called \ parameter (0 < A < 1) that allows one
to continuously interpolate between Monte-Carlo meth-
ods (which do not rely on the Bellman equations) and the
basic temporal difference methods (which rely entirely
on the Bellman equations), which can thus be effective in
palliating this issue.

7.3.4 Direct policy search

An alternative method to find a good policy is to search
directly in (some subset) of the policy space, in which
case the problem becomes an instance of stochastic op-
timization. The two approaches available are gradient-
based and gradient-free methods.

Gradient-based methods (giving rise to the so-called pol-
icy gradient methods) start with a mapping from a finite-
dimensional (parameter) space to the space of policies:
given the parameter vector 6 , let my denote the policy
associated to 6 . Define the performance function by

p(0) = p™.

Under mild conditions this function will be differentiable
as a function of the parameter vector 6 . If the gradient
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of p was known, one could use gradient ascent. Since an
analytic expression for the gradient is not available, one
must rely on a noisy estimate. Such an estimate can be
constructed in many ways, giving rise to algorithms like
Williams’ REINFORCE method (which is also known as
the likelihood ratio method in the simulation-based op-
timization literature). Policy gradient methods have re-
ceived a lot of attention in the last couple of years (e.g.,
Peters et al. (2003)), but they remain an active field.
An overview of policy search methods in the context of
robotics has been given by Deisenroth, Neumann and
Peters.?! The issue with many of these methods is that
they may get stuck in local optima (as they are based on
local search).

A large class of methods avoids relying on gradient in-
formation. These include simulated annealing, cross-
entropy search or methods of evolutionary computation.
Many gradient-free methods can achieve (in theory and
in the limit) a global optimum. In a number of cases they
have indeed demonstrated remarkable performance.

The issue with policy search methods is that they may
converge slowly if the information based on which they
act is noisy. For example, this happens when in episodic
problems the trajectories are long and the variance of the
returns is large. As argued beforehand, value-function
based methods that rely on temporal differences might
help in this case. In recent years, several actor-critic al-
gorithms have been proposed following this idea and were
demonstrated to perform well in various problems.

7.4 Theory

The theory for small, finite MDPs is quite mature. Both
the asymptotic and finite-sample behavior of most algo-
rithms is well-understood. As mentioned beforehand,
algorithms with provably good online performance (ad-
dressing the exploration issue) are known. The the-
ory of large MDPs needs more work. Efficient explo-
ration is largely untouched (except for the case of ban-
dit problems). Although finite-time performance bounds
appeared for many algorithms in the recent years, these
bounds are expected to be rather loose and thus more
work is needed to better understand the relative advan-
tages, as well as the limitations of these algorithms.
For incremental algorithm asymptotic convergence issues
have been settled. Recently, new incremental, temporal-
difference-based algorithms have appeared which con-
verge under a much wider set of conditions than was pre-
viously possible (for example, when used with arbitrary,
smooth function approximation).
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7.5 Current research

Current research topics include: adaptive methods which
work with fewer (or no) parameters under a large number
of conditions, addressing the exploration problem in large
MDPs, large-scale empirical evaluations, learning and
acting under partial information (e.g., using Predictive
State Representation), modular and hierarchical rein-
forcement learning, improving existing value-function
and policy search methods, algorithms that work well
with large (or continuous) action spaces, transfer learn-
ing, lifelong learning, efficient sample-based planning
(e.g., based on Monte-Carlo tree search). Multiagent or
Distributed Reinforcement Learning is also a topic of in-
terest in current research. There is also a growing interest
in real life applications of reinforcement learning. Suc-
cesses of reinforcement learning are collected on here and
here.

Reinforcement learning algorithms such as TD learning
are also being investigated as a model for Dopamine-
based learning in the brain. In this model, the dopamin-
ergic projections from the substantia nigra to the basal
ganglia function as the prediction error. Reinforcement
learning has also been used as a part of the model for
human skill learning, especially in relation to the inter-
action between implicit and explicit learning in skill ac-
quisition (the first publication on this application was
in 1995-1996, and there have been many follow-up
studies). See http://webdocs.cs.ualberta.ca/~{ }sutton/
RL-FAQ.html#behaviorism for further details of these
research areas above.

7.6 Literature

7.6.1 Conferences, journals

Most reinforcement learning papers are published at the
major machine learning and Al conferences (ICML,
NIPS, AAAI TIJCAI, UAI AI and Statistics) and jour-
nals (JAIR, JMLR, Machine learning journal, IEEE T-
CIAIG). Some theory papers are published at COLT
and ALT. However, many papers appear in robotics
conferences (IROS, ICRA) and the “agent” conference
AAMAS. Operations researchers publish their papers
at the INFORMS conference and, for example, in the
Operation Research, and the Mathematics of Operations
Research journals. Control researchers publish their pa-
pers at the CDC and ACC conferences, or, e.g., in the
journals IEEE Transactions on Automatic Control, or
Automatica, although applied works tend to be published
in more specialized journals. The Winter Simulation
Conference also publishes many relevant papers. Other
than this, papers also published in the major confer-
ences of the neural networks, fuzzy, and evolutionary
computation communities. The annual IEEE sympo-
sium titled Approximate Dynamic Programming and Re-
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inforcement Learning (ADPRL) and the biannual Euro-
pean Workshop on Reinforcement Learning (EWRL) are
two regularly held meetings where RL researchers meet.

7.7 See also

e Temporal difference learning
e Q-learning

e SARSA

e Fictitious play

e Learning classifier system

e Optimal control

e Dynamic treatment regimes
e Error-driven learning

e Multi-agent system

e Distributed artificial intelligence

7.8 Implementations

e RL-Glue provides a standard interface that allows
you to connect agents, environments, and experi-
ment programs together, even if they are written in
different languages.

e Maja Machine Learning Framework The Maja Ma-
chine Learning Framework (MMLF) is a general
framework for problems in the domain of Rein-
forcement Learning (RL) written in python.

o Software Tools for Reinforcement Learning (Matlab
and Python)

e PyBrain(Python)

e TeachingBox is a Java reinforcement learning
framework supporting many features like RBF net-
works, gradient descent learning methods, ...

e C++ and Python implementations for some well
known reinforcement learning algorithms with
source.

e Orange, a free data mining software suite, module
orngReinforcement

e Policy Gradient Toolbox provides a package for
learning about policy gradient approaches.

e BURLAP is an open source Java library that pro-
vides a wide range of single and multi-agent learning
and planning methods.
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Chapter 8

Structured prediction

Structured prediction or structured (output) learning
is an umbrella term for supervised machine learning tech-
niques that involve predicting structured objects, rather
than scalar discrete or real values.!!!

For example, the problem of translating a natural lan-
guage sentence into a syntactic representation such as a
parse tree can be seen as a structured prediction prob-
lem in which the structured output domain is the set of
all possible parse trees.

Probabilistic graphical models form a large class of struc-
tured prediction models. In particular, Bayesian networks
and random fields are popularly used to solve structured
prediction problems in a wide variety of application do-
mains including bioinformatics, natural language process-
ing, speech recognition, and computer vision. Other al-
gorithms and models for structured prediction include
inductive logic programming, structured SVMs, Markov
logic networks and constrained conditional models.

Similar to commonly used supervised learning tech-
niques, structured prediction models are typically trained
by means of observed data in which the true prediction
value is used to adjust model parameters. Due to the
complexity of the model and the interrelations of pre-
dicted variables the process of prediction using a trained
model and of training itself is often computationally in-
feasible and approximate inference and learning methods
are used.

8.1 Example: sequence tagging

Sequence tagging is a class of problems prevalent in
natural language processing, where input data are often
sequences (e.g. sentences of text). The sequence tagging
problem appears in several guises, e.g. part-of-speech
tagging and named entity recognition. In POS tagging,
each word in a sequence must receive a “tag” (class label)
that expresses its “type” of word:

This DT
is VBZ
aDT

tagged JJ

sentence NN

The main challenge in this problem is to resolve
ambiguity: the word “sentence” can also be a verb in En-
glish, and so can “tagged”.

While this problem can be solved by simply perform-
ing classification of individual tokens, that approach does
not take into account the empirical fact that tags do not
occur independently; instead, each tag displays a strong
conditional dependence on the tag of the previous word.
This fact can be exploited in a sequence model such as a
hidden Markov model or conditional random field?! that
predicts the entire tag sequence for a sentence, rather than
just individual tags, by means of the Viterbi algorithm.

8.2 Structured perceptron

One of the easiest ways to understand algorithms for
general structured prediction is the structured percep-
tron of Collins."*! This algorithm combines the venerable
perceptron algorithm for learning linear classifiers with
an inference algorithm (classically the Viterbi algorithm
when used on sequence data) and can be described ab-
stractly as follows. First define a “joint feature function”
®(x, y) that maps a training sample x and a candidate
prediction y to a vector of length n (x and y may have
any structure; n is problem-dependent, but must be fixed
for each model). Let GEN be a function that generates
candidate predictions. Then:

Let w be a weight vector of length n

For a pre-determined number of iterations:

For each sample x in the training set
with true output t:
Make a prediction § = arg
max {y € GEN(x)} (w'
O(x, y))
Update w , from § to t: w=w+c(-
D(x, §)+ D(x, t)), c is learning rate
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8.5. EXTERNAL LINKS

In practice, finding the argmax over GEN(x) will be done
using an algorithm such as Viterbi or max-sum, rather
than an exhaustive search through an exponentially large
set of candidates.

The idea of learning is similar to multiclass perceptron.

8.3 See also

e Conditional random field
e Structured support vector machine

e Recurrent neural network, in particular Elman net-
works (SRNs)
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8.5 External links

e Implementation of Collins structured perceptron
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Chapter 9

Feature learning

Feature learning or representation learning!!! is a set
of techniques that learn a transformation of raw data in-
put to a representation that can be effectively exploited in
machine learning tasks.

Feature learning is motivated by the fact that machine
learning tasks such as classification often require input
that is mathematically and computationally convenient to
process. However, real-world data such as images, video,
and sensor measurement is usually complex, redundant,
and highly variable. Thus, it is necessary to discover use-
ful features or representations from raw data. Traditional
hand-crafted features often require expensive human la-
bor and often rely on expert knowledge. Also, they nor-
mally do not generalize well. This motivates the design
of efficient feature learning techniques.

Feature learning can be divided into two categories: su-
pervised and unsupervised feature learning.

o In supervised feature learning, features are learned
with labeled input data. Examples include neural
networks, multilayer perceptron, and (supervised)
dictionary learning.

In unsupervised feature learning, features are
learned with unlabeled input data. Examples include
dictionary learning, independent component analy-
sis, autoencoders, matrix factorization,!” and vari-
ous forms of clustering.3/415]

9.1 Supervised feature learning

Supervised feature learning is to learn features from la-
beled data. Several approaches are introduced in the fol-
lowing.

9.1.1 Supervised dictionary learning

Dictionary learning is to learn a set (dictionary) of rep-
resentative elements from the input data such that each
data point can be represented as a weighted sum of the
representative elements. The dictionary elements and the
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weights may be found by minimizing the average repre-
sentation error (over the input data), together with a L/
regularization on the weights to enable sparsity (i.e., the
representation of each data point has only a few nonzero
weights).

Supervised dictionary learning exploits both the structure
underlying the input data and the labels for optimizing the
dictionary elements. For example, a supervised dictio-
nary learning technique was proposed by Mairal et al. in
2009.[%! The authors apply dictionary learning on classifi-
cation problems by jointly optimizing the dictionary ele-
ments, weights for representing data points, and parame-
ters of the classifier based on the input data. In particular,
a minimization problem is formulated, where the objec-
tive function consists of the classification error, the repre-
sentation error, an L/ regularization on the representing
weights for each data point (to enable sparse representa-
tion of data), and an L2 regularization on the parameters
of the classifier.

9.1.2 Neural networks

Neural networks are used to illustrate a family of learn-
ing algorithms via a “network” consisting of multiple lay-
ers of inter-connected nodes. It is inspired by the ner-
vous system, where the nodes are viewed as neurons and
edges are viewed as synapse. Each edge has an associ-
ated weight, and the network defines computational rules
that passes input data from the input layer to the out-
put layer. A network function associated with a neu-
ral network characterizes the relationship between input
and output layers, which is parameterized by the weights.
With appropriately defined network functions, various
learning tasks can be performed by minimizing a cost
function over the network function (weights).

Multilayer neural networks can be used to perform fea-
ture learning, since they learn a representation of their
input at the hidden layer(s) which is subsequently used
for classification or regression at the output layer.
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9.2. UNSUPERVISED FEATURE LEARNING

9.2 Unsupervised feature learning

Unsupervised feature learning is to learn features from
unlabeled data. The goal of unsupervised feature learn-
ing is often to discover low-dimensional features that cap-
tures some structure underlying the high-dimensional in-
put data. When the feature learning is performed in an
unsupervised way, it enables a form of semisupervised
learning where first, features are learned from an unla-
beled dataset, which are then employed to improve per-
formance in a supervised setting with labeled data.!”!8]
Several approaches are introduced in the following.

9.2.1 K-means clustering

K-means clustering is an approach for vector quantiza-
tion. In particular, given a set of n vectors, k-means clus-
tering groups them into k clusters (i.e., subsets) in such a
way that each vector belongs to the cluster with the clos-
est mean. The problem is computationally NP-hard, and
suboptimal greedy algorithms have been developed for k-
means clustering.

In feature learning, k-means clustering can be used to
group an unlabeled set of inputs into & clusters, and then
use the centroids of these clusters to produce features.
These features can be produced in several ways. The
simplest way is to add k binary features to each sample,
where each feature j has value one iff the jth centroid
learned by k-means is the closest to the sample under
consideration.®! It is also possible to use the distances to
the clusters as features, perhaps after transforming them
through a radial basis function (a technique that has used
to train RBF networks!®!). Coates and Ng note that cer-
tain variants of k-means behave similarly to sparse coding
algorithms.!1!

In a comparative evaluation of unsupervised feature
learning methods, Coates, Lee and Ng found that k-
means clustering with an appropriate transformation out-
performs the more recently invented auto-encoders and
RBMs on an image classification task.!*! K-means has
also been shown to improve performance in the domain of
NLP, specifically for named-entity recognition;!'!! there,
it competes with Brown clustering, as well as with dis-
tributed word representations (also known as neural word
embeddings).[®

9.2.2 Principal component analysis

Principal component analysis (PCA) is often used for di-
mension reduction. Given a unlabeled set of » input data
vectors, PCA generates p (which is much smaller than the
dimension of the input data) right singular vectors corre-
sponding to the p largest singular values of the data ma-
trix, where the kth row of the data matrix is the kth in-
put data vector shifted by the sample mean of the input
(i.e., subtracting the sample mean from the data vector).
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Equivalently, these singular vectors are the eigenvectors
corresponding to the p largest eigenvalues of the sample
covariance matrix of the input vectors. These p singu-
lar vectors are the feature vectors learned from the input
data, and they represent directions along which the data
has the largest variations.

PCA is a linear feature learning approach since the p sin-
gular vectors are linear functions of the data matrix. The
singular vectors can be generated via a simple algorithm
with p iterations. In the ith iteration, the projection of the
data matrix on the (i-1)th eigenvector is subtracted, and
the ith singular vector is found as the right singular vector
corresponding to the largest singular of the residual data
matrix.

PCA has several limitations. First, it assumes that the
directions with large variance are of most interest, which
may not be the case in many applications. PCA only relies
on orthogonal transformations of the original data, and it
only exploits the first- and second-order moments of the
data, which may not well characterize the distribution of
the data. Furthermore, PCA can effectively reduce di-
mension only when the input data vectors are correlated
(which results in a few dominant eigenvalues).

9.2.3 Local linear embedding

Local linear embedding (LLE) is a nonlinear unsuper-
vised learning approach for generating low-dimensional
neighbor-preserving representations from (unlabeled)
high-dimension input. The approach was proposed by
Sam T. Roweis and Lawrence K. Saul in 2000.[12/113]

The general idea of LLE is to reconstruct the origi-
nal high-dimensional data using lower-dimensional points
while maintaining some geometric properties of the
neighborhoods in the original data set. LLE consists
of two major steps. The first step is for “neighbor-
preserving,” where each input data point Xi is recon-
structed as a weighted sum of K nearest neighboring data
points, and the optimal weights are found by minimizing
the average squared reconstruction error (i.e., difference
between a point and its reconstruction) under the con-
straint that the weights associated to each point sum up
to one. The second step is for “dimension reduction,”
by looking for vectors in a lower-dimensional space that
minimizes the representation error using the optimized
weights in the first step. Note that in the first step, the
weights are optimized with data being fixed, which can
be solved as a least squares problem; while in the sec-
ond step, lower-dimensional points are optimized with
the weights being fixed, which can be solved via sparse
eigenvalue decomposition.

The reconstruction weights obtained in the first step cap-
tures the “intrinsic geometric properties” of a neighbor-
hood in the input data.'®! It is assumed that original data
lie on a smooth lower-dimensional manifold, and the “in-
trinsic geometric properties” captured by the weights of
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the original data are expected also on the manifold. This
is why the same weights are used in the second step of
LLE. Compared with PCA, LLE is more powerful in ex-
ploiting the underlying structure of data.

9.2.4 Independent component analysis

Independent component analysis (ICA) is technique for
learning a representation of data using a weighted sum of
independent non-Gaussian components.['*] The assump-
tion of non-Gaussian is imposed since the weights cannot
be uniquely determined when all the components follow
Gaussian distribution.

9.2.5 Unsupervised dictionary learning

Different from supervised dictionary learning, unsuper-
vised dictionary learning does not utilize the labels of the
data and only exploits the structure underlying the data for
optimizing the dictionary elements. An example of unsu-
pervised dictionary learning is sparse coding, which aims
to learn basis functions (dictionary elements) for data rep-
resentation from unlabeled input data. Sparse coding can
be applied to learn overcomplete dictionary, where the
number of dictionary elements is larger than the dimen-
sion of the input data.l'>! Aharon et al. proposed an al-
gorithm known as K-SVD for learning from unlabeled
input data a dictionary of elements that enables sparse
representation of the data.!'!

9.3 Multilayer/Deep architectures

The hierarchical architecture of the neural system in-
spires deep learning architectures for feature learning
by stacking multiple layers of simple learning blocks.[!”!
These architectures are often designed based on the as-
sumption of distributed representation: observed data is
generated by the interactions of many different factors
on multiple levels. In a deep learning architecture, the
output of each intermediate layer can be viewed as a rep-
resentation of the original input data. Each level uses the
representation produced by previous level as input, and
produces new representations as output, which is then fed
to higher levels. The input of bottom layer is the raw
data, and the output of the final layer is the final low-
dimensional feature or representation.

9.3.1 Restricted Boltzmann machine

Restricted Boltzmann machines (RBMs) are often
used as a building block for multilayer learning
architectures.®!!'81 An RBM can be represented by an
undirected bipartite graph consisting of a group of binary
hidden variables, a group of visible variables, and edges
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connecting the hidden and visible nodes. It is a special
case of the more general Boltzmann machines with the
constraint of no intra-node connections. Each edge in an
RBM is associated with a weight. The weights together
with the connections define an energy function, based on
which a joint distribution of visible and hidden nodes
can be devised. Based on the topology of the RBM, the
hidden (visible) variables are independent conditioned on
the visible (hidden) variables. Such conditional indepen-
dence facilitates computations on RBM.

An RBM can be viewed as a single layer architecture for
unsupervised feature learning. In particular, the visible
variables correspond to input data, and the hidden vari-
ables correspond to feature detectors. The weights can
be trained by maximizing the probability of visible vari-
ables using the contrastive divergence (CD) algorithm by
Geoftrey Hinton.!'8]

In general, the training of RBM by solving the above max-
imization problem tends to result in non-sparse represen-
tations. The sparse RBM, "°! a modification of the RBM,
was proposed to enable sparse representations. The idea
is to add a regularization term in the objective function
of data likelihood, which penalizes the deviation of the
expected hidden variables from a small constant p .

9.3.2 Autoencoder

An autoencoder consisting of encoder and decoder is a
paradigm for deep learning architectures. An example is
provided by Hinton and Salakhutdinov!'3! where the en-
coder uses raw data (e.g., image) as input and produces
feature or representation as output, and the decoder uses
the extracted feature from the encoder as input and recon-
structs the original input raw data as output. The encoder
and decoder are constructed by stacking multiple layers
of RBMs. The parameters involved in the architecture
are trained in a greedy layer-by-layer manner: after one
layer of feature detectors is learned, they are fed to upper
layers as visible variables for training the corresponding
RBM. The process can be repeated until some stopping
criteria is satisfied.

9.4 See also

e Basis function

Deep learning

Feature detection (computer vision)

Feature extraction

Kernel trick

Vector quantization
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Chapter 10

Online machine learning

Online machine learning is used in the case where the data
becomes available in a sequential fashion, in order to de-
termine a mapping from the dataset to the corresponding
labels. The key difference between online learning and
batch learning (or “offline” learning) techniques, is that in
online learning the mapping is updated after the arrival of
every new datapoint in a scalable fashion, whereas batch
techniques are used when one has access to the entire
training dataset at once. Online learning could be used
in the case of a process occurring in time, for example
the value of a stock given its history and other external
factors, in which case the mapping updates as time goes
on and we get more and more samples.

Ideally in online learning, the memory needed to store
the function remains constant even with added datapoints,
since the solution computed at one step is updated when
a new datapoint becomes available, after which that dat-
apoint can then be discarded. For many formulations, for
example nonlinear kernel methods, true online learning
is not possible, though a form of hybrid online learning
with recursive algorithms can be used. In this case, the
space requirements are no longer guaranteed to be con-
stant since it requires storing all previous datapoints, but
the solution may take less time to compute with the ad-
dition of a new datapoint, as compared to batch learning
techniques.

As in all machine learning problems, the goal of the algo-
rithm is to minimize some performance criteria using a
loss function. For example, with stock market predic-
tion the algorithm may attempt to minimize the mean
squared error between the predicted and true value of a
stock. Another popular performance criterion is to min-
imize the number of mistakes when dealing with classifi-
cation problems. In addition to applications of a sequen-
tial nature, online learning algorithms are also relevant in
applications with huge amounts of data such that tradi-
tional learning approaches that use the entire data set in
aggregate are computationally infeasible.

10.1 A prototypical online super-
vised learning algorithm

In the setting of supervised learning, or learning from ex-
amples, we are interested in learning a function f : X —
Y , where X is thought of as a space of inputs and Y
as a space of outputs, that predicts well on instances that
are drawn from a joint probability distribution p(z, y) on
X x Y . In this setting, we are given a loss function
V:Y xY — R, such that V(f(x),y) measures the
difference between the predicted value f(x) and the true
value y . The ideal goal is to select a function f € H ,
where H is a space of functions called a hypothesis space,
so0 as to minimize the expected risk:

I1f] = E[V(f (). )] = / V(f(2),y) dp(z.y) .

In reality, the learner never knows the true distribution
p(x, y) over instances. Instead, the learner usually has ac-
cess to a training set of examples (x1,¥1), ..., (Tn, Yn)
that are assumed to have been drawn i.i.d. from the true
distribution p(x,y) . A common paradigm in this situ-
ation is to estimate a function f through empirical risk
minimization or regularized empirical risk minimization
(usually Tikhonov regularization). The choice of loss
function here gives rise to several well-known learning
algorithms such as regularized least squares and support
vector machines.

The above paradigm is not well-suited to the online learn-
ing setting though, as it requires complete a priori knowl-
edge of the entire training set. In the pure online learn-
ing approach, the learning algorithm should update a se-
quence of functions f1, fa, .. .1ina way such that the func-
tion f;1 depends only on the previous function f; and
the next data point (¢, y;) . This approach has low mem-
ory requirements in the sense that it only requires storage
of a representation of the current function f; and the next
data point (x¢,y:) . A related approach that has larger
memory requirements allows f;11 to depend on f; and
all previous data points (z1,y1),..., (s y:) . We fo-
cus solely on the former approach here, and we consider
both the case where the data is coming from an infinite
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stream (21,y1), (z2,¥2), . . . and the case where the data
is coming from a finite training set (21, ¥1), ..., (Xn, Yn)
, in which case the online learning algorithm may make
multiple passes through the data.

10.1.1 The algorithm and its interpreta-
tions

Here we outline a prototypical online learning algorithm
in the supervised learning setting and we discuss several
interpretations of this algorithm. For simplicity, consider
the case where X = R, Y C R,and H = {(w,-) :
w € R?} is the set of all linear functionals from X into
R, i.e. we are working with a linear kernel and functions
f € H can be identified with vectors w € R? . Further-
more, assume that V (-, -) is a convex, differentiable loss
function. An online learning algorithm satisfying the low
memory property discussed above consists of the follow-
ing iteration:

Wep1 — wy — % VV (Wi, 24),Ye)

where w1 < 0, VV ({(wy, x1), y¢) is the gradient of the
loss for the next data point (x¢,y;) evaluated at the cur-
rent linear functional w; , and ; > 0 is a step-size pa-
rameter. In the case of an infinite stream of data, one can
run this iteration, in principle, forever, and in the case of
a finite but large set of data, one can consider a single pass
or multiple passes (epochs) through the data.

Interestingly enough, the above simple iterative online
learning algorithm has three distinct interpretations, each
of which has distinct implications about the predictive
quality of the sequence of functions wi,ws,... . The
first interpretation considers the above iteration as an in-
stance of the stochastic gradient descent method applied
to the problem of minimizing the expected risk I[w] de-
fined above.[!! Indeed, in the case of an infinite stream
of data, since the examples (z1,y1), (22, ¥y2), . . . are as-
sumed to be drawn i.i.d. from the distribution p(x,y) ,
the sequence of gradients of V (-, -) in the above iteration
are an i.i.d. sample of stochastic estimates of the gradi-
ent of the expected risk I[w] and therefore one can ap-
ply complexity results for the stochastic gradient descent
method to bound the deviation I [w;] — I[w*] , where w*
is the minimizer of I[w] .1*! This interpretation is also
valid in the case of a finite training set; although with mul-
tiple passes through the data the gradients are no longer
independent, still complexity results can be obtained in
special cases.

The second interpretation applies to the case of a finite
training set and considers the above recursion as an in-
stance of the incremental gradient descent method™! to
minimize the empirical risk:

n

SV () -

i=1

1
In[w] = n
Since the gradients of V(+,-) in the above iteration are
also stochastic estimates of the gradient of I,,[w] , this
interpretation is also related to the stochastic gradient
descent method, but applied to minimize the empiri-
cal risk as opposed to the expected risk. Since this in-
terpretation concerns the empirical risk and not the ex-
pected risk, multiple passes through the data are readily
allowed and actually lead to tighter bounds on the devi-
ations Ip,[we] — I, [w}] , where w}, is the minimizer of
I, [w] .

The third interpretation of the above recursion is dis-
tinctly different from the first two and concerns the case
of sequential trials discussed above, where the data are
potentially not i.i.d. and can perhaps be selected in an ad-
versarial manner. At each step of this process, the learner
is given an input x; and makes a prediction based on the
current linear function w; . Only after making this pre-
diction does the learner see the true label y; , at which
point the learner is allowed to update w; to w41 . Since
we are not making any distributional assumptions about
the data, the goal here is to perform as well as if we could
view the entire sequence of examples ahead of time; that
is, we would like the sequence of functions wy, wa, . . . to
have low regret relative to any vector w™ :

Ry (w”) = ZV(<wt71't>ayt) - ZV(<W*a$t>ayt) :

t=1 t=1

In this setting, the above recursion can be considered
as an instance of the online gradient descent method
for which there are complexity bounds that guarantee

O(VT) regret.¥

It should be noted that although the three interpretations
of this algorithm yield complexity bounds in three dis-
tinct settings, each bound depends on the choice of step-
size sequence {7; } in a different way, and thus we cannot
simultaneously apply the consequences of all three inter-
pretations; we must instead select the step-size sequence
in a way that is tailored for the interpretation that is most
relevant. Furthermore, the above algorithm and these in-
terpretations can be extended to the case of a nonlinear
kernel by simply considering X to be the feature space as-
sociated with the kernel. Although in this case the mem-
ory requirements at each iteration are no longer O(d) ,
but are rather on the order of the number of data points
considered so far.

10.2 Example: Complexity in the
Case of Linear Least Squares


https://en.wikipedia.org/wiki/Stochastic_gradient_descent

62

10.2.1 Batch Learning

Let us consider the setting of supervised learning with
the square loss function V ((w, z;),y;) = (x7w — y;)?
,(z; € RY, w; € R, y; € R). The solution after
the arrival of every datapoint {z;,y;} is given by w* =
(XTX)"'XTY where X and Y is built from the i data
points, with X being i -by- d and Y being ¢ -by- 1 . The
solution of linear least squares problem is roughly O(id?)

If we have n total points in the dataset and we have to re-
compute the solution after the arrival of every datapoint
i=1,...,n,wehavea total complexity O(n?d?) . Here
we assume that the matrix X7 X is invertible, otherwise
we can proceed in a similar fashion with Tikhonov regu-
larization.

10.2.2 Online Learning

The recursive least squares algorithm considers an on-
line approach to the least squares problem. It can be
shown that for suitable initializations of wy € R? and
'y € R4 | the solution of the linear least squares prob-
lem given in the previous section can be computed by the
following iteration:

T
I qziw; T

T, =T, —
! 1+ xiTFi_lxi

w; = wi—1 — Dzl wi—1 — ;)

For the proof, see RLS.

The complexity for n steps of this algorithm is O(nd?)
, which is an order of magnitude faster than the corre-
sponding batch learning complexity. The storage require-
ments at every step 7 here are constant at O(d?) , i.e. that
of storing the matrix I'; .

Stochastic Gradient Descent

If we now replace w; = w;_1 — U'jzp (2T w;—1 — y;) by
w; = wi—1 — viwi(@Fw;—1 — y;) (i.e. replacing T'; €
R?*4 by ~; € R ), we have a stochastic gradient descent
algorithm. In this case, the complexity for n steps of this
algorithm reduces to O(nd) . The storage requirements
at every step ¢ are constant at O(d) .

However, the stepsize ~; needs to be chosen carefully to
solve the expected risk minimization problem, as detailed
above.

CHAPTER 10. ONLINE MACHINE LEARNING

10.3 Books with substantial treat-
ment of online machine learn-
ing

o Algorithmic Learning in a Random World by
Vladimir Vovk, Alex Gammerman, and Glenn

Shafer. Published by Springer Science+Business
Media, Inc. 2005 ISBN 0-387-00152-2

e Prediction, learning, and games by Nicolo Cesa-
Bianchi and Gédbor Lugosi. Cambridge University
Press, 2006 ISBN 0-521-84108-9

10.4 See also

e Hierarchical temporal memory
e k-nearest neighbor algorithm

e Lazy learning

Learning Vector Quantization

Offline learning, the opposite model

Online algorithm

Streaming Algorithm

Perceptron

Stochastic gradient descent

Supervised learning
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10.6 External links

o http://onlineprediction.net/, Wiki for On-Line Pre-
diction.
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Semi-supervised learning
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An example of the influence of unlabeled data in semi-supervised
learning. The top panel shows a decision boundary we might
adopt after seeing only one positive (white circle) and one nega-
tive (black circle) example. The bottom panel shows a decision
boundary we might adopt if, in addition to the two labeled exam-
ples, we were given a collection of unlabeled data (gray circles).
This could be viewed as performing clustering and then labeling
the clusters with the labeled data, pushing the decision bound-
ary away from high-density regions, or learning an underlying
one-dimensional manifold where the data reside.

Semi-supervised learning is a class of supervised learn-
ing tasks and techniques that also make use of unlabeled
data for training - typically a small amount of labeled data
with a large amount of unlabeled data. Semi-supervised
learning falls between unsupervised learning (without any
labeled training data) and supervised learning (with com-
pletely labeled training data). Many machine-learning
researchers have found that unlabeled data, when used
in conjunction with a small amount of labeled data, can
produce considerable improvement in learning accuracy.
The acquisition of labeled data for a learning problem of -
ten requires a skilled human agent (e.g. to transcribe an
audio segment) or a physical experiment (e.g. determin-
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ing the 3D structure of a protein or determining whether
there is oil at a particular location). The cost associated
with the labeling process thus may render a fully labeled
training set infeasible, whereas acquisition of unlabeled
data is relatively inexpensive. In such situations, semi-
supervised learning can be of great practical value. Semi-
supervised learning is also of theoretical interest in ma-
chine learning and as a model for human learning.

As in the supervised learning framework, we are given
a set of [ independently identically distributed examples
Z1,...,2; € X with corresponding labels vy, ...,y €
Y . Additionally, we are given u unlabeled examples
Ti41,---,T44 € X . Semi-supervised learning at-
tempts to make use of this combined information to sur-
pass the classification performance that could be obtained
either by discarding the unlabeled data and doing super-
vised learning or by discarding the labels and doing un-
supervised learning.

Semi-supervised learning may refer to either transductive
learning or inductive learning. The goal of transductive
learning is to infer the correct labels for the given unla-
beled data x;11,..., x4+, only. The goal of inductive
learning is to infer the correct mapping from X to Y .

Intuitively, we can think of the learning problem as an
exam and labeled data as the few example problems that
the teacher solved in class. The teacher also provides a set
of unsolved problems. In the transductive setting, these
unsolved problems are a take-home exam and you want
to do well on them in particular. In the inductive setting,
these are practice problems of the sort you will encounter
on the in-class exam.

It is unnecessary (and, according to Vapnik’s principle,
imprudent) to perform transductive learning by way of
inferring a classification rule over the entire input space;
however, in practice, algorithms formally designed for
transduction or induction are often used interchangeably.
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11.1 Assumptions used in semi-
supervised learning

In order to make any use of unlabeled data, we must
assume some structure to the underlying distribution of
data. Semi-supervised learning algorithms make use of
at least one of the following assumptions. !/

11.1.1 Smoothness assumption

Points which are close to each other are more likely to
share a label. This is also generally assumed in supervised
learning and yields a preference for geometrically sim-
ple decision boundaries. In the case of semi-supervised
learning, the smoothness assumption additionally yields
a preference for decision boundaries in low-density re-
gions, so that there are fewer points close to each other
but in different classes.

11.1.2 Cluster assumption

The data tend to form discrete clusters, and points in the
same cluster are more likely to share a label (although data
sharing a label may be spread across multiple clusters).
This is a special case of the smoothness assumption and
gives rise to feature learning with clustering algorithms.

11.1.3 Manifold assumption

The data lie approximately on a manifold of much lower
dimension than the input space. In this case we can at-
tempt to learn the manifold using both the labeled and
unlabeled data to avoid the curse of dimensionality. Then
learning can proceed using distances and densities de-
fined on the manifold.

The manifold assumption is practical when high-
dimensional data are being generated by some process
that may be hard to model directly, but which only has
a few degrees of freedom. For instance, human voice is
controlled by a few vocal folds,!?! and images of various
facial expressions are controlled by a few muscles. We
would like in these cases to use distances and smoothness
in the natural space of the generating problem, rather than
in the space of all possible acoustic waves or images re-
spectively.

11.2 History

The heuristic approach of self-training (also known as
self-learning or self-labeling) is historically the oldest ap-
proach to semi-supervised learning,!!! with examples of
applications starting in the 1960s (see for instance Scud-
der (1965)B).

CHAPTER 11. SEMI-SUPERVISED LEARNING

The transductive learning framework was formally intro-
duced by Vladimir Vapnik in the 1970s.*! Interest in in-
ductive learning using generative models also began in the
1970s. A probably approximately correct learning bound
for semi-supervised learning of a Gaussian mixture was
demonstrated by Ratsaby and Venkatesh in 1995 1!

Semi-supervised learning has recently become more pop-
ular and practically relevant due to the variety of prob-
lems for which vast quantities of unlabeled data are
available—e.g. text on websites, protein sequences, or
images. For a review of recent work see a survey article
by Zhu (2008).1%!

11.3 Methods for semi-supervised
learning

11.3.1 Generative models

Generative approaches to statistical learning first seek to
estimate p(x|y) , the distribution of data points belonging
to each class. The probability p(y|z) that a given point
has label y is then proportional to p(x|y)p(y) by Bayes’
rule. Semi-supervised learning with generative models
can be viewed either as an extension of supervised learn-
ing (classification plus information about p(x) ) or as an
extension of unsupervised learning (clustering plus some
labels).

Generative models assume that the distributions take
some particular form p(x|y, ) parameterized by the vec-
tor § . If these assumptions are incorrect, the unla-
beled data may actually decrease the accuracy of the so-
lution relative to what would have been obtained from
labeled data alone. 7! However, if the assumptions are
correct, then the unlabeled data necessarily improves
performance.!

The unlabeled data are distributed according to a mix-
ture of individual-class distributions. In order to learn
the mixture distribution from the unlabeled data, it must
be identifiable, that is, different parameters must yield
different summed distributions. Gaussian mixture distri-
butions are identifiable and commonly used for generative
models.

The parameterized joint distribution can be written as
p(z,yl0) = p(y|0)p(x|y,d) by using the Chain rule.
Each parameter vector 6 is associated with a decision
function fp(z) = argmax p(y|z,6) . The parameter is

y
then chosen based on fit to both the labeled and unlabeled
data, weighted by A :

argmax (logp({xi,yi}i—110) + Aogp({x; }:17, 116))

[8]
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11.3.2 Low-density separation

Another major class of methods attempts to place bound-
aries in regions where there are few data points (labeled or
unlabeled). One of the most commonly used algorithms
is the transductive support vector machine, or TSVM
(which, despite its name, may be used for inductive learn-
ing as well). Whereas support vector machines for su-
pervised learning seek a decision boundary with maximal
margin over the labeled data, the goal of TSVM is a label-
ing of the unlabeled data such that the decision boundary
has maximal margin over all of the data. In addition to
the standard hinge loss (1 — y f(x)) for labeled data, a
loss function (1 — |f(z)|)+ is introduced over the unla-
beled data by letting y = sign f(z) . TSVM then selects
f*(z) = h*(z) + b from a reproducing kernel Hilbert
space H by minimizing the regularized empirical risk:

f* = argmin
i=1

An exact solution is intractable due to the non-convex
term (1 — | f(2)|)+ , so research has focused on finding
useful approximations.®

Other approaches that implement low-density separation
include Gaussian process models, information regulariza-
tion, and entropy minimization (of which TSVM is a spe-
cial case).

11.3.3 Graph-based methods

Graph-based methods for semi-supervised learning use
a graph representation of the data, with a node for each
labeled and unlabeled example. The graph may be con-
structed using domain knowledge or similarity of exam-
ples; two common methods are to connect each data point
to its k nearest neighbors or to examples within some dis-
tance € . The weight W;; of an edge between x; and x;
. g —a;ll?

isthensettoe™ <

Within the framework of manifold regularization, 1 10
the graph serves as a proxy for the manifold. A term
is added to the standard Tikhonov regularization prob-
lem to enforce smoothness of the solution relative to the
manifold (in the intrinsic space of the problem) as well
as relative to the ambient input space. The minimization
problem becomes

argmin
feEH
(8]

< ZV (@), yi +/\A||f||n+>\1/

where H is a reproducing kernel Hilbert space and M
is the manifold on which the data lie. The regularization
parameters A 4 and A; control smoothness in the ambient
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and intrinsic spaces respectively. The graph is used to ap-
proximate the intrinsic regularization term. Defining the
graph Laplacian L = D — W where D;; = Zg?{ Wi
and f the vector [f(z1) ... f(zi44)] , we have

I+u
f7LE = Wil

ij=1

i f) /M IV af ()] [Pdp(z)

The Laplacian can also be used to extend the supervised
learning algorithms: regularized least squares and sup-
port vector machines (SVM) to semi-supervised versions
Laplacian regularized least squares and Laplacian SVM.

11.3.4 Heuristic approaches
Some methods for semi-supervised learning are not in-

()leledkﬁtﬁz Bt ihstead make use of unlabeled data within

I+u trinsically geare} to learning from both unlabeled and la-

I
; i <Z(1 —yif ()4 + MlBl5 + A Y

i=l+1a supervised ledrning framework. For instance, the la-

beled and unlabeled examples 1, . . ., 2;4, may inform
a choice of representation, distance metric, or kernel for
the data in an unsupervised first step. Then supervised
learning proceeds from only the labeled examples.

Self-training is a wrapper method for semi-supervised
learning. First a supervised learning algorithm is used
to select a classifier based on the labeled data only. This
classifier is then applied to the unlabeled data to generate
more labeled examples as input for another supervised
learning problem. Generally only the labels the classifier
is most confident of are added at each step.

Co-training is an extension of self-training in which mul-
tiple classifiers are trained on different (ideally disjoint)
sets of features and generate labeled examples for one an-
other.

11.4 Semi-supervised learning in
human cognition

Human responses to formal semi-supervised learning
problems have yielded varying conclusions about the de-
gree of influence of the unlabeled data (for a summary
see ('), More natural learning problems may also be
viewed as instances of semi-supervised learning. Much
of human concept learning involves a small amount of
direct instruction (e.g. parental labeling of objects dur-
C bined with large amounts of unlabeled
|?{%ﬂﬁf épg servation of objects without naming
or counting them, or at least without feedback).

Human infants are sensitive to the structure of unlabeled
natural categories such as images of dogs and cats or male
and female faces."?! More recent work has shown that in-
fants and children take into account not only the unlabeled
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examples available, but the sampling process from which 11.7 External links
labeled examples arise.[!3114]

o A freely available MATLAB implementation of the

graph-based semi-supervised algorithms Laplacian

11.5 See also support vector machines and Laplacian regularized
least squares.

e PU learning
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Chapter 12

Grammar induction

Grammar induction, also known as grammatical in-
ference or syntactic pattern recognition, refers to the pro-
cess in machine learning of learning a formal grammar
(usually as a collection of re-write rules or productions
or alternatively as a finite state machine or automaton of
some kind) from a set of observations, thus constructing
a model which accounts for the characteristics of the ob-
served objects. More generally, grammatical inference is
that branch of machine learning where the instance space
consists of discrete combinatorial objects such as strings,
trees and graphs.

There is now a rich literature on learning different types of
grammar and automata, under various different learning
models and using various different methodologies.

12.1 Grammar Classes

Grammatical inference has often been very focused on
the problem of learning finite state machines of various
types (see the article Induction of regular languages for
details on these approaches), since there have been effi-
cient algorithms for this problem since the 1980s.

More recently these approaches have been extended to
the problem of inference of context-free grammars and
richer formalisms, such as multiple context-free gram-
mars and parallel multiple context-free grammars. Other
classes of grammars for which grammatical inference has
been studied are contextual grammars, and pattern lan-
guages.

12.2 Learning Models

The simplest form of learning is where the learning al-
gorithm merely receives a set of examples drawn from
the language in question, but other learning models have
been studied. One frequently studied alternative is the
case where the learner can ask membership queries as
in the exact query learning model or minimally adequate
teacher model introduced by Angluin.
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12.3 Methodologies

There are a wide variety of methods for grammatical in-
ference. Two of the classic sources are Fu (1977) and Fu
(1982). Duda, Hart & Stork (2001) also devote a brief
section to the problem, and cite a number of references.
The basic trial-and-error method they present is discussed
below. For approaches to infer subclasses of regular lan-
guages in particular, see Induction of regular languages.
A more recent textbook is de la Higuera (2010) M which
covers the theory of grammatical inference of regular lan-
guages and finite state automata. D'Ulizia, Ferri and Gri-
foni (! provide a survey that explores grammatical infer-
ence methods for natural languages.

12.3.1 Grammatical inference by trial-
and-error

The method proposed in Section 8.7 of Duda, Hart
& Stork (2001) suggests successively guessing grammar
rules (productions) and testing them against positive and
negative observations. The rule set is expanded so as
to be able to generate each positive example, but if a
given rule set also generates a negative example, it must
be discarded. This particular approach can be charac-
terized as “hypothesis testing” and bears some similarity
to Mitchel’s version space algorithm. The Duda, Hart
& Stork (2001) text provide a simple example which
nicely illustrates the process, but the feasibility of such
an unguided trial-and-error approach for more substan-
tial problems is dubious.

12.3.2 Grammatical inference by genetic
algorithms

Grammatical Induction using evolutionary algorithms is
the process of evolving a representation of the gram-
mar of a target language through some evolutionary pro-
cess. Formal grammars can easily be represented as a tree
structure of production rules that can be subjected to evo-
lutionary operators. Algorithms of this sort stem from the
genetic programming paradigm pioneered by John Koza.
Other early work on simple formal languages used the bi-
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nary string representation of genetic algorithms, but the
inherently hierarchical structure of grammars couched in
the EBNF language made trees a more flexible approach.

Koza represented Lisp programs as trees. He was able
to find analogues to the genetic operators within the stan-
dard set of tree operators. For example, swapping sub-
trees is equivalent to the corresponding process of genetic
crossover, where sub-strings of a genetic code are trans-
planted into an individual of the next generation. Fitness
is measured by scoring the output from the functions of
the lisp code. Similar analogues between the tree struc-
tured lisp representation and the representation of gram-
mars as trees, made the application of genetic program-
ming techniques possible for grammar induction.

In the case of Grammar Induction, the transplantation of
sub-trees corresponds to the swapping of production rules
that enable the parsing of phrases from some language.
The fitness operator for the grammar is based upon some
measure of how well it performed in parsing some group
of sentences from the target language. In a tree represen-
tation of a grammar, a terminal symbol of a production
rule corresponds to a leaf node of the tree. Its parent
nodes corresponds to a non-terminal symbol (e.g. a noun
phrase or a verb phrase) in the rule set. Ultimately, the
root node might correspond to a sentence non-terminal.

12.3.3 Grammatical inference by greedy

algorithms

Like all greedy algorithms, greedy grammar inference al-
gorithms make, in iterative manner, decisions that seem
to be the best at that stage. These made decisions deal
usually with things like the making of a new or the re-
moving of the existing rules, the choosing of the applied
rule or the merging of some existing rules. Because there
are several ways to define 'the stage' and 'the best', there
are also several greedy grammar inference algorithms.

These context-free grammar generating algorithms make
the decision after every read symbol:

o Lempel-Ziv-Welch algorithm creates a context-free
grammar in a deterministic way such that it is nec-
essary to store only the start rule of the generated
grammar.

e Sequitur and its modifications.

These context-free grammar generating algorithms first
read the whole given symbol-sequence and then start to
make decisions:

e Byte pair encoding and its optimizations.
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12.3.4 Distributional Learning

A more recent approach is based on Distributional Learn-
ing.  Algorithms using these approaches have been
applied to learning context-free grammars and mildly
context-sensitive languages and have been proven to
be correct and efficient for large subclasses of these
grammars.’]

12.3.5 Learning of Pattern languages

Angluin defines a pattern to be a string of constant
symbols from 2 and variable symbols from a disjoint
set. The language of such a pattern is the set of all
its nonempty ground instances i.e. all strings resulting
from consistent replacement of its variable symbols by
nonempty strings of constant symbols.[™ !l A pattern is
called descriptive for a finite input set of strings if its lan-
guage is minimal (with respect to set inclusion) among all
pattern languages subsuming the input set.

Angluin gives a polynomial algorithm to compute, for a
given input string set, all descriptive patterns in one vari-
able x.["¢2l To this end, she builds an automaton rep-
resenting all possibly relevant patterns; using sophisti-
cated arguments about word lengths, which rely on x be-
ing the only variable, the state count can be drastically
reduced.!!

Erlebach et al. give a more efficient version of An-
gluin’s pattern learning algorithm, as well as a parallelized
version.!

Arimura et al. show that a language class obtained from
limited unions of patterns can be learned in polynomial
time.®!

12.3.6 Pattern theory

Pattern theory, formulated by Ulf Grenander,'”! is a
mathematical formalism to describe knowledge of the
world as patterns. It differs from other approaches to
artificial intelligence in that it does not begin by prescrib-
ing algorithms and machinery to recognize and classify
patterns; rather, it prescribes a vocabulary to articulate
and recast the pattern concepts in precise language.

In addition to the new algebraic vocabulary, its statistical
approach was novel in its aim to:

o Identify the hidden variables of a data set using real
world data rather than artificial stimuli, which was
commonplace at the time.

e Formulate prior distributions for hidden variables
and models for the observed variables that form the
vertices of a Gibbs-like graph.

e Study the randomness and variability of these
graphs.
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Create the basic classes of stochastic models applied
by listing the deformations of the patterns.

Synthesize (sample) from the models, not just ana-
lyze signals with it.

Broad in its mathematical coverage, Pattern Theory spans
algebra and statistics, as well as local topological and
global entropic properties.

12.4 Applications

The principle of grammar induction has been applied to
other aspects of natural language processing, and have
been applied (among many other problems) to morpheme
analysis, and even place name derivations. Grammar in-
duction has also been used for lossless data compression
and statistical inference via MML and MDL principles.

12.5 See also

Artificial grammar learning
Syntactic pattern recognition
Inductive inference

Straight-line grammar
Kolmogorov complexity
Automatic distillation of structure

Inductive programming

12.6 Notes

(1]

(2]

The language of a pattern with at least two occurrences
of the same variable is not regular due to the pumping
lemma.

X may occur several times, but no other variable y may
ocecur
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Stamptrader, Monkbot, Bippina, Hfanaee and Anonymous: 28
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SnazzyFiend, Dndm97 and Anonymous: 113
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Bot, Macopema, Chire, Jcautilli, DrewNoakes, Correction45, Rlguy, ChuispastonBot, Mbdts, Dvir-ad, Albertttt, Uymj, Helpful Pixie Bot,
BG19bot, Stephen Balaban, ChrisGualtieri, Rbabuska, Ra ules, Chrislgarry, Awliehr, Monkbot, SoloGen and Anonymous: 117
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Nowozin, Qwertyus, Brendan642, Semifinalist, Geo g guy, Yobot, AnomieBOT, Venustas 12, Alfaisanomega, SwimmingFox, Weiping.thu,
Papertoys, Mathewk 1300 and Anonymous: 3

o Feature learning Source: http://en.wikipedia.org/wiki/Feature%20learning?oldid=661746836 Contributors: Phil Boswell, Tobias Berge-
mann, Qwertyus, Rjwilmsi, Mcld, Kotabatubara, Dsimic, Yobot, AnomieBOT, BG19bot, Mavroudisv, TonyWang0316, Ixjlyons and
Anonymous: 7

e Online machine learning Source: http://en.wikipedia.org/wiki/Online%20machine%?20learning?0ldid=656630296 Contributors: Mr-
wojo, Pgan002, Leondz, Qwertyus, Gmelli, Kri, BrotherE, R'n'B, Funandtrvl, Carriearchdale, P.r.newman, Themfromspace, AnomieBOT,
Mesterharm, Surv1v4llst, Masterhot93, X7q, Larry.europe, Chire, Helpful Pixie Bot, Ledkas82, BattyBot, Peg49, Ss044 and Anonymous:
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e Semi-supervised learning Source: http://en.wikipedia.org/wiki/Semi-supervised%20learning?oldid=649528667 Contributors: Edward,
Delirium, Furrykef, Benwing, Rajah, Arthena, Facopad, Soultaco, Bkkbrad, Ruud Koot, Qwertyus, Gmelli, Chobot, DaveWF, Cedar101,
Jcarroll, Drono, Phoxhat, Rahimiali, Bookuser, Lamro, Tbmurphy, Addbot, MrOllie, Luckas-bot, Yobot, Gelbukh, AnomieBOT, Xqbot,
Omnipaedista, Romainbrasselet, D'ohBot, Wokonen, EmausBot, Grisendo, Stheodor, Rahulkmishra, Pintaio, Helpful Pixie Bot, BG19bot,
CarrieVS, AK456, Techerin, M.shahriarinia, Rcpt2 and Anonymous: 28

e Grammar induction Source: http://en.wikipedia.org/wiki/Grammar%20induction?0ldid=661963338 Contributors: Delirium, Aabs, Jim
Horning, NTiOzymandias, MCiura, Marudubshinki, Rjwilmsi, Koavf, SmackBot, Took, Bluebot, Rizzardi, Antonielly, Dfass, Hukkinen,
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