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Deep Learning-Based Image Segmentation on
Multimodal Medical Imaging

Zhe Guo™ |, Xiang L1, Heng Huang, Ning Guo, and Quanzheng Li

Abstrect—Multimodality medical imaging technigues have
been inereasingly applied in clinical practice and research stud-
ies. Corresponding multimoedal image analvsis and ensemble
learning schemes have seen rapid growth and bring unique
value to medical applications. Motivated by the recent success
of applying deep learning methods to medical image process-
ing, we first propose an algorithmic architecture for supervised
multimodal image analysis with cross-modality fusion at the lea-
ture learning level, cassifier level, and decision-making level.
We then design and implement an image segmentation syslem
based on decp convolutional neural neiworks to conlour the
lesions of soft tssue sarcomas using mullimodal images, including
those from magnetic resonance imaging, computed tomography,
and posilron emission lomography. The network trained with
multimodal images shows superior performance compared Lo
neiworks trained with single-modal images. For the task of tumor
sepmentation, performing image fusion within the network (ie.,
lusing al convelutional or fully connected layers) is generally bet-
ter than lusing images al the network output (Le., voling). This
paper provides empirical guidance for the design and application
of multimodal image analysis.

Index Terms—Computed tomography (CT)h  convelutional
neural neiwork (CNN), magnetic resonance imaging (MRI),
multimodal i, posilron emission tomography (PET).

providing quantitative metabolic and functional information
about diseases can work together with CT and magnetic res-
onance imaging (MRI} which provide details on anatomic
structures via high contrast and spatial resolution to bet-
ter characterize lesions [2]. Another widely used multimodal
imaging technique in neuroscience studies is the simultaneous
recording of functional MRI {fMRID) and electroencephalog-
raphy (EEG) [3], which offers both high spatial resolution
ithrough fMREL) and temporal resolution (through EEG) on
brain dynamics.

Correspondingly,  various  analyses  using  multimodal
biomedical imaging and computer-aided detection systems
have been developed. The premise is that various imaging
modalities encompass abundant information which is different
and complementary to each other. For example, in one deep-
learning-based framework [4], automated detection of solitary
pulmonary nodules were implemented by first identifying sus-
pect regions from CT images, followed by merging them with
high-uptake regions detected on PET images. As described in
amultimodal imaging project for brain tumor segmentation [5],
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MA-SAM: Modality-agnostic SAM
adaptation for 3D medical image
segmentation

8 Cite

Highlights

A parameter-efficient adaptation of SAM to various volumetric and
video medical data.

A state-of-the-art segmentation performance on various medical
imaging modalities.

A comprehensive evaluation shows outstanding generalization
capability of our model.

A impressive performance improvement on tumor segmentation by
leveraging prompts.
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Biomedical Visual Instruction Tuning
with Clinician Preference Alignment
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Eye-gaze Guided Multi-modal Alignment for
Medical Representation Learning

Chong Ma, Hangi hang, Wenting Chen, Yiwel Li, Zihao Wu, Xiaower Yo, Zheng r Liu, Lei Guo, Dajiang

Zhu, Tuo Zhang, Dinggang Shen Fellow, [EE Tanming Liu Senior Me  IEEE, X

Absiract—In the medical multi-modal frameworks, the alipn-  between m: Z t data. For instance, GLIF [2] and
ment of cross-modality features presents a s icant challenge. WL iliz s ip ation information

However, ex j,, mrrln Imu. Il.lrm.d H lLLrL'.'i that are implicitly perform fine-ar: IL_-'iI'I:u L".'L"| pre-training. They

troduced detection W LI*. to predict ir

o low j.,i.m:r.al iom of the learned alignment re ships, [© 1 trained the '“""'1'-|- to "“ 1

In this work, we propose the Eve ¢ Guided Mul xt desc

LGMA)Y ramework to harness eve-paze data for

better alignment of T al visual and textual features. We

explore the natural a ry role of radiologisis® eyve-gaze daia in FILIP [4] pr

aligning medical images and text, and introdoce a novel approach AP [4] pre

eve-gaze data, collected svachronously by radiologists — ailer the e

ic evaluations. We condoet downstream tasks of  tokens. Alth

1oand image-text retrieval on four medical i

datasets, where EGMA achieved state-of-the-art performance and

stronger generalization across different datasets. Additionally, we

explore the impact of varving amounis of eye data on model

performance, highlighting the feasibility and wtility of integrating
this auxiliary data into multi-medal alignment framework.

g solely on im

data suppo s
in the medical field, accuratel

Index Terms—Medical Multi-modal Alignment, Eye-gaze, Ra-  Dave in oduced sel v
diology. work to further enhan er performance. Additionally,
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REASONING BEFORE COMPARISON: LLM-ENHANCED
SEMANTIC SIMILARITY METRICS FOR DOMAIN SPECIALIZED
TEXT ANALYSIS

Shaochen Xu', Zihao Wu', Huagin Zhao', Peng Shu', Zhengliang Liu', Wenxiong Liao?,
Sheng Li*, Andrea Sikora®, Tianming Liu', and Xiang Li’

'School of Computing, University of Georgia
> . . - - . s 5 -
~School of Computer Science and Engineering, South China University of Technology
3School of Data Science, University of Virginia
“Department of Clinical and Administrative Pharmacy, University of Georgia College of Pharmacy
“Massachusetts General Hospital and Harvard Medical School

ABSTRACT

In this study, we leverage LLM to enhance the semantic analysis and develop similarity metrics for
texts, addressing the limitations of traditional unsupervised NLP metrics like ROUGE and BLEU.
We develop a framework where LLMs such as GPT-4 are employed for zero-shot text identification
and label generation for radiology reports, where the labels are then used as measurements for text
similarity. By testing the proposed framework on the MIMIC data, we find that GPT-4 generated
labels can significantly improve the semantic similarity assessment, with scores more closely aligned
with clinical ground truth than traditional NLP metrics. Our work demonstrates the possibility of
conducting semantic analysis of the text data using semi-quantitative reasoning results by the LLMs
for highly specialized domains. While the framework is implemented for radiology report similarity
analysis, its concept can be extended to other specialized domains as well.
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Multimodal ChatGPT for Medical Applications: an
Experimental Study of GPT-4V

Zhiling Yan'* Kai Zhang'* Rong Zhou' Lifang He'! Xiang Li® Lichao Sun'

'Lehigh University, “Massachusetts General Hospital and Harvard Medical School

Abstract

In this paper, we critically evaluate the capabilities of the state-of-the-art multi-
modal large language model, i.e., GPT-4 with Vision (GPT-4V), on Visual Question
Answering (VQA) task. Our experiments thoroughly assess GPT-4V's proficiency
in answering questions paired with images using both pathology and radiology
datasets from 11 modalities (e.g. Microscopy, Dermoscopy, X-ray, CT, etc.) and
fifteen objects of interests (brain, liver, lung, etc.). Our datasets encompass a
comprehensive range of medical inquiries, including sixteen distinct question types.
Throughout our evaluations, we devised textual prompts for GPT-4V, directing it
to synergize visual and textual information. The experiments with accuracy score
conclude that the current version of GPT-4V is not recommended for real-world
diagnostics due to its unreliable and suboptimal accuracy in responding to diagnos-
tic medical questions. In addition, we delineate seven unique facets of GPT-4V's
behavior in medical VQA, highlighting its constraints within this complex arena.
The complete details of our evaluation cases are accessible at Github.
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Fine-Grained Image-Text Alignment in Medical Imaging
Enables Explainable Cyclic Image-Report Generation

Wenting Chen' Linlin Shen®
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High-Resolution 3d Ct Synthesis From Bidirectional X-Ray Images Using 3d
Diffusion Model
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Abstract Abstract:
3D Computed Tomography (CT) offers invaluable geometric insights into bone structures, but the high radiation dose and
Document Sections medical cost constraints are significant barriers. Moreover, CT reconstruction demands multiple X-ray projections, necessitating
 INTRODUCTION a dedicated scanning system, whereas bidirectional X-rays are already the front-line diagnostic tool in routine practice.
Therefore, reconstructing 3D bone structures from bidirectional X-ray data can reduce the need for additional CT scans,
. SCORE BASED provide rapid access to 3D information, and lower medical costs. Recently, diffusion models have emerged as potent tools for
DIFFUSION MODELS generating high-fidelity images. However, high computational costs have limited their utility. Collecting large-scale datasets for

training in clinical environments presents another challenge.In this study, we introduce a novel approach to synthesize 3D CT
. PATCH-WISE TRAINING

volumes from a bidirectional X-ray projection using a 3D diffusion model. To reduce the computational burden and the need for
OF DIFFUSION MODEL

a large dataset, our 3D diffusion model was trained using patch-wise loss. A conditional score function of our model
 EXPERIMENTS incorporates 2D bidirectional X-ray images and patch coordinate information to synthesize high-resolution CT. Initial findings
indicate that our diffusion model synthesizes 3D CT volumes from a bidirectional X-ray, effectively capturing 3D geometric

- RESULTS correlations while enabling single-GPU training and rapid 3D volumetric sampling.
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Zero-Shot Novel View Synthesis of Wrist X-Rays Using Latent Diffusion Model

Publisher: IEEE | Cite This |

Jayanth Pratap; Siyeop Yoon; Wen-Chih Liu ; Quanzheng Li; Abhiram Bhashyam ; Neal Chen; Xiang Li All Authors
11

Full (R < ©

Text Views

Abstract Abstract:

X-ray imaging plays a crucial role in diagnosing and monitoring injuries such as distal radius fractures, which are among the
Document Sections most common musculoskeletal injuries. However, challenges such as patient comfort, radiation exposure, and cost/time
 INTRODUCTION constraints make it difficult to obtain a large number of X-ray views. We present a view-conditioned latent diffusion model
capable of synthesizing new X-ray views of the wrist from a single X-ray input, enhancing the diagnostic capabilities and clinical
. FORMULATION utility of X-ray imaging. Preliminary results demonstrate the model’'s capability to generate realistic and clinically relevant X-ray

views of the wrist from a single input, showing strong zero-shot performance on new patient anatomy and true radiographs.
. METHODS

. EXPERIMENTS AND Published in: 2024 IEEE International Symposium on Biomedical Imaging (I1SBI)
RESULTS
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