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We thank the reviewers for their thoughtful feedback. We
are encouraged they found our motivation and idea to be
strong, clear (R4) and novel (R1), and our analysis insightful
(R4). We are glad they found our approach to be intuitive
(R4), evaluated with extensive/adequate/convincing experi-
ments (R2, R4), and compared against appropriate baselines
(R2) achieving significant improvements (R2, R4) while
reusing existing data (R2). We are pleased R1 recognizes the
importance of training VQA models to make more human-
like decisions and that R4 recognizes the superiority of our
gradient-based approach over model attention. We address
reviewer comments below and will incorporate all feedback.

We thank reviewers for their insightful and positive feed-
back! We are encouraged that they find EmbodiedQA to
be a novel task (R1,2,3), an important research problem
(R1,2), appropriately positioned w.r.t. prior work (R1, 3),
the dataset thoughtfully created to avoid biases (R3) and of
value to the community (R1, 2, 3), and the proposed meth-
ods reasonable (R3) and elegant (R2). One primary concern
was insufficient discussion of results. We agree. We were
constrained by space. We answer some specific questions
below, but will incorporate all feedback in the final version.
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Scores: All reviewers recommended weak accept.

We are encouraged that reviewers find our model inter-
esting (R1), simple and highly effective (R2). and a strong
case for the benefits of multi-task learning (%), More-
over, R2 thinks our method opens doors for the creation
of smaller. more focused, vision-language tasks. Reviewers
found our experiments are carefully designed (R1), sound.
thorough, and backed with sufficient ablations (R2).

We are pleased reviewers identified our contributions be-
vond just performance gains on many tasks. We design a
clean multi-task V&L setting (R1) and our analysis of the
overlaps and interactions between task groups adds insight
(R2,121). Our code release will unify many V&L tasks in a
single framework — allowing future work to easily explore
transfer and multi-task settings (R2).
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[[3] Given the use of Conceptual Captions (CC), are the comparisons to baselines
fair? We believe these comparisons are fair. We agree that CC is a large, additional data source; however, being able to
leverage this additional data for a diverse range of vision and language tasks is precisely our contribution! Existing
approaches to vision and language tasks are simply not designed to do so — for instance, it is unclear how to train a
standard VQA model like BAN with CC captioning data. Arguing from analogy, the widespread transfer of deep models
pretrained on ImageNet also leveraged more data during pretraining; however, we do not find it unfair to pre-deep
learning approaches that were not equipped to leverage that data. Finally, note that unlike ImageNet, CC is webly
supervised, and did not involve expensive human annotation. We acknowledge that in caption-based image retrieval,
CC data could have been used to pretrain existing work for a more direct architectural comparison — we will address.
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@R1 - Verification through human-study not scalable:
Our evaluation is not entirely based on human studies. In
fact, most of our evaluation is quantitative — see Section 5
and 6 where we quantitatively evaluate task performance and
grounding, both of which show the effectiveness of HINT
without requiring human studies. We conduct human studies
just to evaluate whether HINTed models are more trustworthy

to humans than base models.
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@R3, try simpler navigation (without ACT): R3’s sug-
gestion 1s exactly our LSTM+Q baseline reported in paper.
As stated in L779-781, LSTM+Q vs. ACT+Q establishes
benefit of our proposed model over a simple LSTM base-
line. Both have identical inputs/outputs and are trained on
shortest path navigation, so the performance improvement
is solely from change in architecture. The distance to target
reward shaping is only for ACT+Q-RL, not other models.
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> It would also be helpful if detailed experiment settings are detailed, e.g. GPU
characteristics, DDPPO's hyperparameters, etc.

GPU characteristics are detailed in both sections 5 and 6 - we use Titan V100 GPUs and
NCCL2.4.7 with Infiniband interconnect.

As described in Section 5, DD-PPQ introduces a single additional hyperparameter, the
preemption threshold. We study this hyper-parameter in section 5 - figure 4 on page 5
shows its effect and figure 6 on page 13 provides a further breakdown. We find that
under values of 60% and 80%, DD-PPO scales near-linearly under both heterogenous and
homogenous workloads.
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R1,127 Can self-supervised pretraining be skipped given
the large amount of data in the multi-task setting? This
is an exciting experiment that we have not investigated! We
began with pretrained VILBERT in order to start from a near
SOTA trunk model. It may be that training under multi-task
supervision provides enough information that large-scale
self-supervision is not needed. We will try this and report
results in the camera ready as we cannot report it here.
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@R1, dialog-level evaluation: Thanks for the suggestion!
Using Recall@5 to define round-level ‘success’, our best dis-
criminative model MN-QIH-D gets 7.01 rounds out of 10
correct, while generative MN-QIH-G gets 5.37. Further,
the mean first-failure-round (under R@5) for MN-QIH-D is
3.23, and 2.39 for MN-QIH-G. Fig. Ic and Fig. 1d show plots
for all values of & in RQkL. We will add this analysis.
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R1,12° Can self-supervised pretraining be skipped given
the large amount of data in the multi-task setting? This
1s an exciting experiment that we have not investigated! We
began with pretrained ViILBERT 1n order to start from a near
SOTA trunk model. It may be that training under multi-task
supervision provides enough information that large-scale
self-supervision is not needed. We will try this and report
results in the camera ready as we cannot report it here.
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13 Why not remove the ‘Verification (G4)’ task group

@RI - “State of the art and be)f ond is mOV.ing away from from the paper? We wholeheartedly disagree with R3’s
human guided approaches.”: Without any citations, we find assumption that G4 is only included to “increase the number
this difficult to respond to. R1 states that localization is al- of tasks” and should be dropped due to its negative interac-
ready done in wholly unsupervised ways, but it is unclear tions. Part of our scientific contribution is studying interac-
what exactly is being referred to here. Weakly supervised tions between different tasks. Beyond transparency (which
approaches for object localization do exist, but their perfor- itself warrants keeping negative results), these results also
mance 1is still significantly worse compared to fully super- provided useful information to the community. Will include

vised approaches. While approaches without human attention further ablations in the setting *AT w/o G4’ in camera ready.
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