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AUC: probability of a positive sample ranking higher than a 
negative sample

Convex Surrogate Loss ℓ

Square Loss (existing studies)

Recall the Definition of AUC
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min-max form



A toy example: 
2-layer NN
imbalanced 2D data points
Adding Easy & Noisy examples

Performance on Square-based AUC Loss 
Adverse Effect on Easy Data 
Sensitive to Noisy Data 

Toy example: Squared-based AUC Loss
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Decomposition of Square-based AUC Loss

Margin-based AUC Loss: 

Novel Margin-based AUC Loss
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min-max form



AUC-margin Loss
Robust on Easy Data 
Robust to Noisy Data 

Novel Margin-based AUC Loss
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Proximal Epoch Stochastic Gradient (PESG) 
FM is objective function (AUC-margin loss)
v = (w, a, b)
𝝀 is weight decay
Stagewise training, i.e., decaying 𝜼， resetting Vref

Optimization for Solving AUCM Loss
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C2, C10, C100, S10 (Binary)
training set: randomly remove some positive samples to make it 
imbalanced
testing set:  balanced
imbalance ratio: 1% (i.e., #positive/#all)

Experiments: Benchmark Datasets
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CheXpert Competition
Organized by Stanford ML Group (Andrew NG)
150+ submissions worldwide, e.g., Vingroup Big Data Institute, 
SenseTime,  JF HealthCare, HUST, SJTU, Microsoft, Georgia Tech

Experiments: 1st Place in CheXpert Competition 
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CheXpert is a large-scale X-ray image datasets
224,316 chest radiographs of 65,240 patients 
Images are labeled for the presence of 14 observations as positive, 
negative, or uncertain

CheXpert Competition
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Validation Set contains 200 patients of 234 labeled images
Testing Set contains 500 patients of unknown images which are 
private for all participants, the leaderboard is evaluated on 5 
selected classes:

Atelectasis (肺不张)
Cardiomegaly (心脏肥大)
Consolidation (肺实变)
Edema (肺水肿)
Pleural Effusion (胸腔积液)

CheXpert Competition
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Two-stage learning methods
Feature Learning, i.e., multi-class training using CrossEntropy loss
AUC Optimization, i.e., finetuning using AUC optimization

CheXpert Competition: Our Approach
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Model Architectures
Family of DenseNet, e.g., DenseNet121, 169, …
InceptionV3

Image size 
224x224, 320x320, 512x512

Optimization
PESG (AUCM)
Stagewise Training

CheXpert Competition: Our Approach
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In-competition
Ranked 33rd out of 3314 teams
Ensemble of 10 models 
Private AUC: 0.9436

Post-Competition
Ensemble of 2 models: EffecientNetB5 (384x384, AUCM)+ EffecientNetB6 
(512x512, CE)
Private AUC: 0.9505 (better than winner’s 18 ensembled models)

Experiments: Melanoma Competition
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Public AUC Private AUC
1st Place 0.9586 0.9490

2nd Place 0.9679 0.9485
DeepAUC (Ours) 0.9559 0.9505



Melanoma is a highly-imbalanced dataset
33,126 training images with only 584 malignant melanoma samples 
(1.76% positive ratio)
10,982 testing images with unknown malignant melanoma samples

Task
to predict malignant or benign (1 or 0)
binary classification

Evaluation
AUCROC
Public AUC: 30% of testing data
Private AUC:  70% of testing data

Melanoma Competition
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Two-stage learning methods
Feature Learning, i.e.,  training using CrossEntropy loss
AUC Optimization, i.e., finetuning (all layers) using AUC optimization

Model Architectures
EffecientNetB3, B5, B6, B7

Image Size
256x256, 384x384, 512x512, 768x768

Optimization
PESG (AUCM)
Stagewise Learning
5-fold Cross Validation

Melanoma Competition: Our Approach
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Experiments on EffcientNetB5 with 384x384 images
TTA (x30) – Testing-time Augmentation
Non-TTA

Melanoma Competition: Our Approach
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DDSM: classification of mammogram for breast cancer screening
imratio=13%
DenseNet121

PCAM: classification of microscopic images for identifying tumor 
tissue

imratio=1%
DenseNet121

Other Medical Datasets
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Easy Installation
Easy to install and integrate AUC training pipeline with popular deep 
learning frameworks like PyTorch and TensorFlow

Large-scale Learning
Robust strategies to handle large-scale optimization on various types of 
data and make the optimization smoothly

Distributed Training
Support for various distributed learning methods that accelerate training 
efficiency and secure data privacy

ML Benchmarks
LibAUC provides a collection of imbalanced classification benchmarks on 
various applications with easy-to-use input pipeline

LibAUC: Key Features
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AUROC optimization
Robust Deep AUC optimization 
Federated Learning

AUPRC optimization
New! 

LibAUC: A ML Library for AUC Optimization
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https://libauc.org/

https://libauc.org/


Examples

LibAUC: Demo

Zhuoning Yuan (University of Iowa) Deep AUC Maximization in Medical Applications 24/28

https://github.com/yzhuoning/LibAUC



MIT AI Cures Open Challenge for COVID-19
to predict a target compound’s property from its molecular structure
Collaboration with Prof. Shuiwang Ji’s group (TAMU)

Our library (LibAUC) helped the team to achieve
1st place in terms of both AUROC and AUPRC

Specifically, 
AUROC improved from 0.925 to 0.957 (+3%!)
AUPRC improved from 0.677 to 0.729 (+5%!)

LibAUC: Latest Achievement
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Thank You!
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Advanced Graph and Sequence Neural Networks for Molecular Property 
Prediction and Drug Discovery

CheXpert: A Large Chest Radiograph Dataset with Uncertainty Labels and 
Expert Comparison

Robust Deep AUC Maximization: A New Surrogate Loss and Empirical Studies 
on Medical Image Classification

Stochastic Optimization of Area Under Precision-Recall Curve for Deep 
Learning with Provable Convergence
Fast objective and duality gap convergence for non-convex strongly-concave 
min-max problems
A patient-centric dataset of images and metadata for identifying melanomas 
using clinical context

Stochastic AUC maximization with deep neural networks
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