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Outline

 Gated fusion network for single image dehazing, CVPR’18

 Benchmarks: RESIDE (dehazing), MPID (deraining)

 Evaluate current low-level vision algorithms in terms of high-level tasks

 (Dehazing/Deraining) + Object detection, TIP’19, CVPR’19

 Semi-supervised dehazing/deraining, TIP’19, CVIU’19
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Introduction

 Hazy images

 Low visibility: distance between an object and the observer increases

 Faint colors: atmosphere color replaces the color of the object

[1] A fast single image haze removal algorithm using color attenuation prior (Zhu et al. TIP 2015) 
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t(x): Transmission

d(x): Scene depth

β: medium extinction coefficient

Introduction

 Hazy imaging model

Hazy image TransmissionScene

Atmospheric light

Koschmieder, H.: Theorie der horizontalen sichtweite. Beitrage zur Physik der freien Atmosphare (1924)
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Related work

 Maximize local contrast, CVPR’08

 Dark channel prior, CVPR’09

 Maximize local saturation, CVPR’14

 Color Attenuation Prior, TIP’15

 Non-local Prior, CVPR’16
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Related work

 Multi-scale CNN, ECCV’16

 DehazeNet, TIP’16

 AOD-Net, ICCV’17

 Fusion Network, CVPR’18

 Densely Connected Network, CVPR’18

 CGAN, CVPR’18

 Proximal Dehaze-Net, ECCV’18

 ……
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Gated Fusion Network for Single Image Dehazing

W. Ren, L. Ma, J. Zhang, J. Pan, X. Cao, W. Liu, M.-H. Yang

CVPR 2018
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Motivation
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Motivation

Input Output

Network

• End-to-end dehazing network
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Motivation

Input Output

Two major factors in hazy images:
• Color cast introduced by the atmospheric light  (White Balance)
• Lack of visibility due to attenuation (Gamma Correct, Contrast Enhance)

Derived inputs Confidence maps

?
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Motivation

Two major factors in hazy images:
• Color cast introduced by the atmospheric light  (White Balance)
• Lack of visibility due to attenuation (Contrast Enhance)

Codruta Orniana Ancuti and Cosmin Ancuti, Single Image Dehazing by Multi-Scale Fusion, TIP 2013
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Motivation

Input Output

Two major factors in hazy images:
• Color cast introduced by the atmospheric light  (White Balance)
• Lack of visibility due to attenuation (Gamma Correct, Contrast Enhance)

Derived inputs Confidence maps

network
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Derived inputs

• White Balanced: aims to eliminate chromatic casts caused by the atmospheric color 
• Contrast enhance:  extract visible information (denser haze regions )
• Gamma correct: extract visible information (light haze regions )

Input White Balanced Contrast Enhance Gamma Correct
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Network

• Use dilated convolution to enlarge receptive fields in the encoder

• Skip shortcuts are connected from the encoder to decoder

• Three derived inputs are weighted by the three confidence maps learned by our network

• Use adversarial loss and multi-scale to further improve results
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Multi-Scale Refinement

w/o multi-scale

w/ multi-scale
Maps of WB Maps of CE Maps of GC Our results
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Results

SOTS Set DCP CAP NLD MSCNN DehazeNet AOD-Net Ours

PSNR 16.62 19.05 17.29 17.57 21.24 19.06 22.30

SSIM 0.82 0.84 0.75 0.81 0.85 0.85 0.88
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Results: Derived inputs

• More inputs (e.g., other parameters) may be better for final dehazing
• Original input (O)
• White Balanced (WB)
• Contrast Enhance (CE)
• Gamma Correct (GC)

O O+CE+GC O+WB+CE O+WB+GC O+WB+GC+CE

PSNR 19.16 18.99 19.32 21.02 22.41

SSIM 0.76 0.80 0.79 0.81 0.81
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Gated Fusion Network for Single Image Dehazing

 Demonstrate the effectiveness of a gated fusion network for single image dehazing

by leveraging the derived inputs.

 Learn the confidence maps to combine three derived input images into a single one 

by keeping only the most significant features of them.

 Train the proposed model with a multi-scale approach to eliminate the halo artifacts 

that hurt image dehazing.

Code available at: https://github.com/rwenqi/GFN-dehazing
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Comprehensive Benchmark Analysis

REalistic Single-Image DEhazing (RESIDE) TIP’19

Multi-Purpose Image Deraining (MPID) CVPR’19
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Evaluation criteria in existing algorithms

 Synthetic images: PSNR/SSIM

 Small scale images

 insufficient for human perception quality and machine vision effectiveness

 Real images: visual comparison

 Show about ten real images

 No-reference metrics
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Examples in RESIDE

Three different sets of evaluation criteria:

• objective (PNSR, SSIM + no-reference metrics),

• subjective (human rating),

• task-driven (whether or how well dehazed results

benefits machine vision, e.g., object detection)
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Examples in MPID: Multi-Purpose Image Deraining
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Examples in MPID: Multi-Purpose Image Deraining

2495

2048
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RESIDE Result Analysis: Objective/Visual Quality
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• PSNR and SSIM appear to be less reliable metrics for dehazing perceptual quality, and are especially poor
to reflect “clearness”

• There is certain inconsistency (domain gap) between synthetic and real-world data
• CNN-based dehazing show promising real-world performance (even training data has domain gap)
• MSCNN andAOD-Net achieve good trade-off on clearness v.s. authenticity for real-world dehazing
• Standard no-reference metrics are only roughly aligned with human subjective perception in dehazing
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Benchmark Result Analysis: “Detection as a Metric”

 We propose a task-driven metric that captures more high-level semantics, and the object detection performance 

on the dehazed/derained images as a brand-new evaluation criterion for dehazing/deraining realistic images.
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RESIDE Result Analysis: “Detection as a Metric”
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MPID Result Analysis: Objective/Visual Quality
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• There is certain inconsistency (domain gap) between synthetic and real-world data

Full- and no-reference evaluations on synthetic rainy images No-reference evaluations on real rainy images
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MPID Result Analysis: “Detection as a Metric”

Detection results (mAP) on the RID and RIS sets.
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A New Benchmark for Single Image Dehazing

https://sites.google.com/view/reside-dehaze-datasets

https://github.com/lsy17096535/Single-Image-Deraining

Dataset, code, results are available at:

RESIDE:

MPID:

https://sites.google.com/view/reside-dehaze-datasets
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Semi-Supervised Image Dehazing

Lerenhan Li, Yunlong Dong, Wenqi Ren, Jinshan Pan, Changxin Gao, Nong Sang, Ming-Hsuan Yang

TIP 2019, accept
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Proposed semi-supervised dehazing network
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Training details

 Supervised loss on synthetic images: 

 Euclidean loss of images and features between dehazed results and ground truths

 Unsupervised loss on real images: 

 Total variation loss 
 Dark channel loss 
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Results: Synthetic images
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Results: Real-world images
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Results: Real-world images

Object detection results on the RTTS dataset
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A New Benchmark for Single Image Dehazing

https://sites.google.com/view/lerenhanli/homepage/semi_su_dehazing

Dataset, code, results are available at:

https://sites.google.com/view/lerenhanli/homepage/semi_su_dehazing


37

Fast Single Image Rain Removal via a

Deep Decomposition-Composition Network

Siyuan Li, Wenqi Ren, Jiawan Zhang, Jinke Yu and Xiaojie Guo 

CVIU 2019
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Decomposition-Composition Network

Decomposition Net: O = B + R Composition Net:     B + R = O’ ≈ O
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Training details of the decomposition net

 Pre-train on synthetic images: 10400 triplets [rainy image, clean background, rain layer] 

 paired image-to-image mapping:  Euclidean loss of background and rain layer

 Fine-tune on real images: 240 real-world samples 

 GAN adversarial loss 
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Training details of the composition net

 Quadratic training cost function: 
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Results: synthetic images
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Results: Real-world images
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Results: Real-world images
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Results: Real-world images
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Many unsolved, efforts ongoing…

How to get more and better training data?

I. Improving hazy image synthesis (including fog, smoke, haze…)

 Indoor depth is accurate, but content has mismatch

 Outdoor depth estimation is insufficiently accurate for synthesizing haze

 … and even the atmospheric model itself is only an approximation

 Ongoing efforts: developing photo-realistic rendering approaches of generating better hazy images from clean 
ones, e.g., GAN-based style transfer

II. Go beyond {clean, corrupted} pairs

 An unsupervised domain adaption or semi-supervised training perspective: we have included 4,322 unannotated 
realistic hazy images in RESIDE.

 Signal-level unsupervised prior (loss function): TV norm, no-reference IQA…

More tailored and credible evaluation metrics?

I. More reliable no-reference image quality assessment metrics in dehazing

II. More “task-specific” image quality assessment metrics?
45


