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What is biometrics?
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Why 3D face recognition?
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2D face recognition
Illumination, pose, make up…

3D face recognition

stable to lighting, pose
and make up …       



3D face acquisition 
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 structure lighting: encoding structure light

 Multi-view stereo: computer stereo vision

 Photometric stereo: shape from shading

 Laser scanner
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basic processing flow

3D face recognition

face scan  normalization      registration        feature



3D face recognition scenario
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gallery subjects (training set) probe (user)

Who he is?

same person?

 Verification (1:1 matching)

 Identification (1:N matching)
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Main challenges: expression variations
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Main challenges: pose variations
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Main challenges: facial occlusions



Related works

Author Journal E P O Registration

1. Samir & Daoudi et al. PAMI-2006 √ ⨉ ⨉ √

2.  Chang & Bowyer et al. PAMI-2006 √ ⨉ ⨉ √

3. Kakadiaris et al. PAMI-2007 √ ⨉ ⨉ √

4. Lu & Jian PAMI-2008 √ ⨉ ⨉ √

5. Mian et al. PAMI-2007 √ ⨉ ⨉ √

6. Wang et al. PAMI-2008 √ ⨉ ⨉ √

7. Berretti & Pala et al. PAMI-2010 √ ⨉ ⨉ √

8. Queirolo et al. PAMI-2010 √ ⨉ ⨉ √

9.  Kakadiaris et al. PAMI-2011 √ √ ⨉ √

10. Drira & Daoudi et al. PAMI-2012 √ √ √ √
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E: expression, P: pose, O: occlusion



Related works

Author Journal E P O Registration

11.  Bronstein et al. IJCV-2005 √ ⨉ ⨉ √

12.  Mian et al. IJCV-2008 √ ⨉ ⨉ √

13.  Samir & Daoudi et al. IJCV-2009 √ ⨉ ⨉ √

14.  Al-Osaimi & Mian et al. IJCV-2009 √ ⨉ ⨉ √

15.  Spreeuwers IJCV-2011 √ ⨉ ⨉ √

16.  Faltemier et al. TIFS-2008 √ ⨉ ⨉ √

17.  Alyuz & Gokberk et al. TIFS-2010 √ ⨉ ⨉ √

18.  Huang et al. TIFS-2012 √ √ ⨉ ⨉ (near frontal) 

19.  Berretti & Pala et al. TIFS-2013 √ √ ⨉ √

20.  Alyuz & Gokberk et al. TIFS-2013 √ ⨉ √ √
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E: expression, P: pose, O: occlusion
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Motivation

Develop a 3D face recognition method which

has potential for real biometric applications:

1. It can deal with expression, pose and occlusion

issues in a unified framework.

2. It can be fully automatic and totally registration

needless.



SIFT-like matching for 2D images
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SIFT (SIFT ICCV 1999,IJCV 2004) 
keypoint detection, description and matching



SIFT-like matching for 3D surfaces
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Point signature (IJCV 1997), Spin image (PAMI 1999)
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SIFT-like matching for 3D surfaces
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SIFT-like matching for 3D surfaces

Huang et al. (BTAS 2010, TIFS2012)

meshSIFT (BTAS 2010, CVIU2013)
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Our work (SHREC 2011, ICIP 2011)

SIFT-like matching for 3D surfaces

Stefano Berretti (Computer & Graphics 2013)



Overview of our approach 
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1. Scale-space construction

2. Scale-space extrema

3D keypoint detection
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3D keypoint detection



Multi-order Surface Differential Quantities 

1-order surface normal: direction information

 2-order curvatures: local shape bending information

 2-order Shape index  3-order shape variation information
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3D keypoint description
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1. Canonical direction assignment

3. Differential quantities statistics

2. Spatial configuration



3D keypoint matching  
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 Coarse Grained Matcher (CGM): SIFT-like matcher

 Fine Grained Matcher (FGM): SR-like matcher

arccos distance 

correspondence points

similarity of two facial surface = 4 

subject based reconstruction error

Similarity: average reconstruction error
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3D keypoint matching  



Dataset and evaluation protocol
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Bosphorus 3D Face Database: 4666 3D scans of 105 subjects,

around 34 expressions, 13 poses, and 4 occlusions for each subject

 Basic expressions neutral, anger, disgust, fear, happy, sad, and surprise

 lower, upper and combined action units action units

 Gallery: first 105 neutral scans,

Probe: other scans

 yaw rotations of 10, 20, 30, 45, and 90 degrees, pitch rotation, cross rotations 

 occlusions



Experimental results: fusion
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CGM FGM

CGM FGM

detector

feature

detector

feature



Experimental results: expression subset
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Experimental results: pose subset
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Experimental results: CMC curves
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FGM

FGM

CGM

CGM

pose subset

expression subset



whole dataset 

Experimental results: occlusion subset
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Experimental results: comparisons
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best rate! 



Experimental results: FRGC v2.0 database
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4. Performance Evaluation of 3D Keypoint Detectors, Tombari, Federicoand Salti, 

Samueleand Di Stefano, Luigi, International Journal of Computer Vision (IJCV): 

2013, 102:198

Deep learning on manifolds and non-Euclidean domains

5. Geodesic convolutional neural networks on Riemannian manifolds, Jonathan

Masci,Davide Boscaini,Michael M. Bronstein,Pierre Vandergheynst, ICCV, 2015.

Discussion and future work
1. 3D Object Recognition in Cluttered Scenes with Local Surface Features: A Survey

Yulan Guo, Mohammed Bennamoun, Ferdous Sohel, Min Lu, Jianwei Wan. IEEE

Transactions on Pattern Analysis and Machine Intelligence (TPAMI): 2014, 36(11),

2270-2287

2. A Comprehensive Performance Evaluation of 3D Local  Feature Descriptors,

Yulan Guo, Mohammed Bennamoun, Ferdous Sohel, Min Lu, Jianwei Wan, Ngai

Ming Kwok. International Journal of Computer Vision (IJCV):2016 ,116(1),66-89

3. Rotational Projection Statistics for 3D Local Surface Description and Object 

Recognition, Yulan Guo, Ferdous Sohel, Mohammed Bennamoun, Min Lu, Jianwei

Wan. International Journal of Computer Vision (IJCV): 2013,105(1) ,63-86
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 Data modality:
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 Emotion granularity:         

visible image        infrared image          3D face scan

Action unit detection     Basic emotion classification

 Temporal dynamics: video-based, frame-based

 Spontaneity: posed and un-posed (spontaneous) expressions

 Expression Intensity: micro-expression, intensity estimation

Facial expression recognition (FRE) 



This paper: 2D+3D FER, basic emotions, static data 
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Happy

Neutral

Surprise
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Motivation: hand-crafted v.s. learning-based FER

There are very limited numbers of 3D faces with expression labels.



Solution: Deep fusion CNN (DF-CNN) 
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 DF-CNN is an end-to-end training framework for both 

feature learning and fusion learning. 

Approach overview: DF-CNN



Facial attribute maps: depth, texture, curvature and normal 
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Architecture of DF-CNN:

 convolutional layers: pre-trained deep model (e.g., vgg-m-net)

 other layers: randomly initialized



Visualization of feature maps: 1st conv. layer of DF-CNN
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Similar to gradient-like facial maps: e.g., normal-LBP facial maps



Visualization of handcrafted and learned features:
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(t-SNE-based embedding)  

Gabor features

learned features by DF-CNN
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Visualization of facial expression saliency maps:

anger

surprise

disgust

fear 

happiness

sadness

The saliency 

maps indicates 

the pixel-level 

importance for 

FER, where blue 

color means less 

important pixels.

Different facial 

deformations

correspond 

different patterns 

saliency maps



Datasets and Experimental Protocols
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BU-3DFE database I: (standard settings)
60 subjects, 2 high levels of intensity, 6 expressions, 100 times 10-fold

cross-validation, DF-CNN training: remaining 40 subjects

BU-3DFE database II: 2400 samples, 10-fold cross-validation

 Bosphorus database: 60 subjects, 6 expressions, 10-fold cross-validation



Experimental results: BU-3DFE database I
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Comparisons with hand-crafted features

Comparisons with pre-trained deep features
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Comparisons with fine-tuned deep features

Experimental results: BU-3DFE database I

 Approach based on fine-tuned deep features of a pre-trained deep model:

(1) Separately fine-tuning the pre-trained deep model by the training data

of different types of facial attribute maps;

(2) Separately extracting deep features from fine-tuned deep

models; 

(3) Linear SVM and score-level fusion. 
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 Comparisons with state-of-the-art methods

Experimental results: BU-3DFE database I

Comparison results:

 data modality: 

2D+3D multimodality  

 expression features:

hand-crafted v.s. learned;

high-dimension v.s. low-dim; 

 classifiers:

non-linear SVM, MKL… v.s.

linear SVM, net 

 Accuracy: best one



Experimental results: other databases
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Bosphorus database
BU-3DFE database II



Experimental results: other databases
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 Comparisons with state-of-the-art methods



Future work & references
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 BP4D-Spontanous: 3D dynamic spontaneous facial 

expression database: 328 3D face videos, 368,036 frames of 

41 subjects, with size about 2.6TB.

1. Huibin Li, Jian Sun, Dong Wang, Zongben Xu, Liming Chen, Deep 

Representation of Facial Geometric and Photometric Attributes for 

Automatic 3D Facial Expression 

Recognition, http://arxiv.org/pdf/1511.03015.pdf, 2015.

2. Huibin LI, Jian Sun,, Zongben Xu, Liming Chen, Multimodal 2D+3D 

Facial Expression Recognition with Deep Fusion Convolutional Neural 

Network, IEEE Transactions on Multimedia, under review.
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 A brief introduction of 3DFE and 3DFER

 An overview of SIFT-like matching framework

 Our work: registration-free approach for 3DFE

 Our work: DF-CNN for 3DFER

 Future directions: deep learning on surfaces

Conclusion



Thanks for your attention!


